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 for Steve 

 The meteorologist is impotent if alone; his observations are useless; 
for they are made upon a point, while the speculations to be derived 
from them must be on space. . . . The Meteorological Society, therefore, 
has been formed not for a city, nor for a kingdom, but for the world. 
It wishes to be the central point, the moving power, of a vast machine, 
and it feels that unless it can be this, it must be powerless; if it cannot 
do all it can do nothing. It desires to have at its command, at stated 
periods, perfect systems of methodical and simultaneous observations; 
it wishes its infl uence and its power to be omnipresent over the globe 
so that it may be able to know, at any given instant, the state of the 
atmosphere on every point on its surface.    —  John Ruskin (1839) 
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 Introduction 

 Unless you have been in a coma since 1988, you have certainly heard or 
read a story that goes something like this: Global warming is a myth. It ’ s 
all model predictions, nothing but simulations. Before you believe it, wait 
for real data.  “ The climate-studies people always tend to overestimate their 
models, ”  the physicist Freeman Dyson told an interviewer in April 2009. 
 “ They forget they are only models. ”   1   In the countless political controver-
sies over climate change, the debate often shakes out into a contest: models 
versus data. 

 This supposed contest is at best an illusion, at worst a deliberate decep-
tion — because  without models, there are no data . I ’ m not talking about the 
difference between  “ raw ”  and  “ cooked ”  data. I mean this literally. Today, 
no collection of signals or observations — even from satellites, which can 
 “ see ”  the whole planet — becomes global in time and space without fi rst 
passing through a series of data models. 

 Since both observing systems and data models evolve, global data also 
change. We have not one data image of the global climate, but many. The 
past, or rather what we can know about the past, changes. And it will keep 
right on changing. I call this reverberation of data images  “ shimmering. ”  
Global data images have proliferated, yet they have also converged. They 
shimmer around a central line, a trend that tells us that Earth has already 
warmed by about 0.75 ° C (1.35 ° F) since 1900. 

 Nor is there any such thing as a pure climate simulation. Yes, we get a 
lot of knowledge from simulation models. But this book will show you 
that the models we use to project the future of climate are  not  pure theories, 
ungrounded in observation. Instead, they are fi lled with data — data that 
bind the models to measurable realities. Does that guarantee that the 
models are correct? Of course not. There is still a lot wrong with climate 
models, and many of the problems may never be solved. But the idea that 
you can avoid those problems by waiting for (model-independent) data 
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and the idea that climate models are fantasies untethered from atmo-
spheric reality are utterly, completely wrong.  Everything we know about the 
world ’ s climate — past, present, and future — we know through models.  

 This book is a history of how scientists learned to understand the atmo-
sphere, measure it, trace its past, and model its future. It isn ’ t a work of 
advocacy. I am not going to try to convince you, as a scientist or an activist 
might, that climate change is real. Still, you will want me to lay my cards 
on the table, and it would be irresponsible of me not to do that. Yes, I 
think climate change is real, and I think it ’ s the biggest threat the world 
faces now and will face for generations to come. Yet what I think about it 
is completely beside the point. Climate change is not a matter of opinion, 
belief, or ideology. This book is about how we came to know what we 
know about climate — how we make climate knowledge. 

 In the rest of this introduction, I will offer three avenues into this book. 
First, I will give a short summary of my argument, a quick preview of a 
very long movie. Next, I will give an idea about how to frame the argument 
in larger terms. (Think of  ‘ frame ’  as a verb, not a noun; think of aiming a 
movie camera and choosing your focus, where you center the scene, and 
what you leave out of it.) Finally — after some caveats about what might 
surprise or disappoint you here — I will suggest several different ways to 
read this book, depending on who you are, what you already know, and 
what you might want to fi nd out. 

 Climate Science as a Global Knowledge Infrastructure 

 Here is my argument, as briefl y as I can make it: Climate is the history of 
weather — the average state of the atmosphere over periods of years, decades, 
centuries, and more. You can learn about climate in two ways. First, you 
can collect records from the past. We have sporadic instrument readings 
from the surface starting in the seventeenth century, systematic ones from 
the 1850s on, and good records from the air above the surface, obtained 
mainly from weather balloons and satellites, starting in the 1950s.  2   This 
book traces the history of efforts to gather weather and climate records for 
the whole planet. I call this  making global data , and I call the effort it 
involves  data friction . Second, you can try to understand climate as a physi-
cal system. If you succeed, not only can you explain how it works; you 
can also determine why it changes. And you can predict how it may change 
in the future. Understanding and predicting the climate is very diffi cult. 
In fact, it ’ s one of the hardest challenges science has ever tackled, because 
it involves many interlocking systems, including the atmosphere, the 



Introduction xv

oceans, the cryosphere (ice and snow), land surfaces (soil, refl ectance), and 
the biosphere (ecosystems, agriculture, etc.). You can ’ t study global systems 
experimentally; they are too huge and complex. Instead, as I will show 
you, everything we know about the global climate depends on three types 
of computer models. 

  Simulation models  are based on physical theory. Even after atmospheric 
physics became adequate to the task early in the twentieth century,  com-
putational friction  prevented serious attempts to simulate weather or climate 
mathematically. By the late 1940s, with electronic digital computers, this 
began to change. Weather forecasters built numerical models to calculate 
the atmosphere ’ s large-scale motions and predict the weather. Climate 
scientists then used similar techniques to simulate the global climate for 
long periods (years to decades). By changing the simulated forces and 
conditions, they also used models to predict how climate will change 
as human activity alters the composition of the atmosphere and other 
climate-related systems. 

  Reanalysis models  come from weather forecasting. These models also 
simulate the weather, but unlike pure simulations they constrain their 
results with actual weather observations. Essentially, they produce a movie-
like series of global weather forecasts, blending observations with simula-
tion outputs to produce fully global, uniform data. Climate statistics 
derived from reanalysis cover the whole planet at all altitudes, unlike data 
from instruments alone. Since 1990, reanalysis of weather records has 
created a new source of global climate data. 

 What I call  data analysis models  (or  data models , for short) are really a 
vast family of mathematical techniques, algorithms, and empirically 
derived adjustments to instrument readings.  3   Philosophers of science use 
the phrase  “ models of data ” ; practicing scientists might say  “ data analysis. ”  
Data analysis models are used to process historical weather and climate 
records. Observing systems have changed so much and so often that you 
can only combine long-term records by modeling the effects of different 
instrument behaviors, data collection practices, weather station site 
changes, and hundreds of other factors. You also need models to adjust 
for the tremendous unevenness of observations in space and time. In this 
process, which I call  making data global , coherent global data images are 
created from highly heterogeneous, time-varying observations. 

 The last part of my brief preview concerns the idea of a  climate knowledge 
infrastructure . Systems for observing weather and climate originated in 
the nineteenth century, for the most part as national weather services. 
These developed as separate systems, but soon they linked their data 
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reporting through loosely coordinated international networks. The manual 
forecasting methods of that era focused mainly on regions rather than 
the whole world. Because processing them by hand would have taken 
far too long, such methods were not able to use vast quantities of data. 
When computerized weather forecasting arrived, in the mid 1950s, it 
required much more data — and soon it would require data from the whole 
planet. By the early 1960s, those needs, combined with the spur of Cold 
War politics and the lure of satellite technology, led to the World Weather 
Watch, an internetwork or web that combined numerous systems and 
networks into a functional system of global observing, telecommunication, 
data pro  cessing, and forecasting. This pattern of development — from 
systems to networks to webs — is visible in the histories of most large-scale 
infrastructures. 

 Weather forecasting and climatology diverged in the nineteenth 
century, developing different traditions and even different data sources. In 
the 1960s, climate modeling began to reunite the two fi elds. Here too, 
modeling shifted scientists ’  focus to the global scale. As in forecasting, 
existing data systems proved inadequate. One defi ciency was the lack of 
data from the atmosphere above the ground, well sampled by weather 
balloons only after the late 1950s. Another problem, more complex, 
was the spotty, inconsistent, and poorly standardized record from surface 
stations. Investigators now had to make these data global. A long 
and painful process of  infrastructural inversion  began in the 1970s. Scientists 
turned the climate record upside down, reexamining every element of 
the observing system ’ s history, often down to the level of individual 
measurements. Then, trying to reconstruct a history of the atmosphere, 
they digitized, interpolated, and processed those elements in many 
other ways. 

 Modeling outpaced empirically based knowledge of the global climate. 
By the 1970s, laboratories specializing in climate modeling had sprung up 
around the world, and climate models had gained a foothold in energy 
and environmental policy. As concerns about global warming mounted 
during the 1980s, scientists and policy makers institutionalized a knowl-
edge-assessment process in the Intergovernmental Panel on Climate 
Change (IPCC). This process represents the most visible layer of the climate 
knowledge infrastructure. 

 Like most true infrastructures, the climate knowledge infrastructure is 
made up of many interlocking technical systems representing many 
links and layers of systems and structure, most of which long predate the 
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IPCC. The assessment process — now in the midst of its fi fth cycle since 
1990 — has created imperatives, structures, and processes that link a vast 
array of knowledge producers and bring their disparate methods and prod-
ucts to bear on a common project. The assessments compare, combine, 
and interpret data and models to produce stable, reliable, widely shared 
knowledge about the global climate. This doesn ’ t mean that controversies 
are suppressed; in fact, quite the opposite is true. The IPCC  brings contro-
versy within consensus , capturing the full range of expert opinion. 

 Climate knowledge is knowledge about the past. It ’ s a form of history —
 the history of weather — and the infrastructure that creates climate 
knowledge works in the same way that historians work. What keeps his-
torians in business? Why do they keep on writing new accounts of, say, 
the French Revolution or the Second World War? Don ’ t we already know 
everything about those events? In fact we don ’ t. There is always more to 
learn about the past. Historians continually discover previously unknown 
documents, letters, drawings, photographs, artifacts, and other kinds of 
evidence that reveal new aspects even of history ’ s best-known episodes. 
On top of that, our perspective on the past keeps changing, for many 
reasons. We argue about how to interpret the evidence, fi nding fl aws in 
earlier interpretations. And  we  keep changing. What we want to know 
about the past, what we hope to discover there, depends on who we 
are now. 

 Climate knowledge is like this too. People long ago observed climate 
and weather for their own reasons, within the knowledge frameworks of 
their times. You would like to use what they observed — not as they used 
it, but in new ways, with more precise, more powerful tools. How accurate 
were their measurements? Did they contain systematic errors? The numbers 
don ’ t speak for themselves. So you dig into the history of data. You fi ght 
 metadata friction , the diffi culty of recovering contextual knowledge about 
old records. If you succeed, you fi nd (perhaps) changes in station siting, 
faked logbooks, changes in instrumentation, misapplied standards, or a 
thousand other things that alter your understanding of the numbers in 
the records. Perhaps you come across a slightly different version of existing 
records, or a cache of previously unknown ones. You fi nd fl aws in previous 
interpretations of old data sets; perhaps you fi nd new ways to correct them. 
You build new tools, gain new perspectives, and discover what you still 
don ’ t know. And afterward, other investigators may follow in your path, 
discovering yet more about the past and altering your interpretation. In 
the words of T. S. Eliot, 
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 We shall not cease from exploration 
 And the end of all our exploring 
 Will be to arrive where we started 
 And know the place for the fi rst time. 

 The climate knowledge infrastructure is constantly opening itself up, 
reexamining every datum and data set, reanalyzing its data, adding to its 
metadata. Over time, countless iterations of that process have brought us 
shimmering data, an ever-expanding collection of global data images that 
will keep on growing, but never resolve into a single defi nitive record. 

 Yet these countless versions of the atmosphere ’ s history have also con-
verged. Could it be that one day some grossly different data image will 
emerge, in which the planet did not really warm across the period of his-
torical records, or human activity played no signifi cant role in climate 
change? Sure, it ’ s possible; in science, never say never. But the chances of 
such a thing happening today are vanishingly small. We have a lot left to 
learn, but to the extent that anything so complex can ever be known, we 
know this. The infrastructure that supports climate knowledge is too large, 
too old, and too well developed. 

 Where are the politics in all this? Everywhere. A fi nal thread that runs 
throughout this book is the idea of  infrastructural globalism . In the context 
of meteorology, this refers to how the building of technical systems for 
gathering global data helped to create global institutions and ways of 
thinking globally. Building global observing systems required creating 
global intergovernmental organizations, such as the World Meteorological 
Organization and the Intergovernmental Panel on Climate Change. The 
Cold War, decolonization, and other aspects of international and world 
politics shaped the methods and practices of data collection, especially 
satellite systems. 

 As global warming rose to the top of the world ’ s political agenda, the 
climate knowledge infrastructure itself became an object of intense politi-
cal debates. Sides in these debates often saw the issue as one of models 
versus data. In the mid 1990s, environmental conservatives and climate-
change skeptics promoted the idea that  “ sound science ”  must mean 
 “ incontrovertible proof by observational data, ”  whereas models were 
inherently untrustworthy. But in global climate science, at least, this is a 
false dichotomy. The simplistic  “ models vs. data ”  debate lingers on, but in 
recent years it has been largely replaced by more sophisticated approaches. 
Amateur scientists and others dig deeply into models, data, and data mod-
eling, sometimes joining the project of climate knowledge and sometimes 
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seeking to exploit its fl aws for partisan purposes. Weblogs and  “ citizen 
science ”  websites now feature volunteer surveys of surface station biases, 
attempts to rewrite model code, and  “ audits ”  of climate data and models —
 infrastructural inversion, all over again. Outside the standard channels of 
peer-reviewed science, these sites nonetheless join the  “ controversy within 
consensus ”  model as mainstream science takes up and verifi es their most 
signifi cant results. 

 No longer under debate, however, are the fundamental frameworks 
of knowledge about the global climate:  how  we know what we know. 
Conceiving weather and climate as global phenomena helped promote an 
understanding of the world as a single physical system. Building the 
weather and climate knowledge infrastructures spread a specifi c way of 
making global knowledge — one whose techniques, values, and implica-
tions now extend not only throughout the sciences but far beyond.  

 Virtually any global thing you try to study will bring you up against the 
issues of  making global data ,  making data global , and  data friction . Studying 
anything that is planetary in scale — including human systems as well as 
natural systems — will put you in the business of  infrastructural globalism . 
To understand the history of any such object, especially if you go back 
decades or longer, you will have to do some  infrastructural inversion , and 
you will encounter  metadata friction . Whatever you do, you will be using 
models of all sorts. These concepts frame this book ’ s larger meaning. 

 Monitoring, Modeling, and Memory 

 Today you can put instruments practically anywhere. Vast numbers of 
sensors  monitor  an equally vast range of phenomena, on every scale, from 
elementary particles to individual birds to Antarctic ozone levels to the 
solar wind. These sensors pour colossal volumes of digitized data into disk 
drives. Meanwhile, in many fi elds computer  models  complement or even 
replace laboratory experiments; analysis and simulation models have 
become principal means of data collection, prediction, and decision 
making. Third, vast data resources (scientifi c  memory ) are now increasingly 
available, though they are often distributed across thousands of research 
sites and institutions and in numerous incompatible formats.  4   

 Computer models hold the key to transforming these information 
resources into knowledge. If you use a lot of sensors, you are going to need 
data models to make their signals into meaningful information. If you 
want to mine data created by somebody else and blend it with your own, 
you will need data models. If you want to do experiments on scales you 
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can ’ t access or involving materials you can ’ t handle, you will use a simula-
tion model. If you want to look at long time scales, blending data collected 
at many places and times by many investigators into a common data set, 
you will need models to reconcile the differences. 

 Global knowledge based on global infrastructures for monitoring, mod-
eling, and memory: this path, laid out by weather and climate science from 
the nineteenth century to the present, has since been followed by many 
other sciences. Increasingly, these sciences link with one another, sharing 
digital data and traversing each other ’ s theoretical frameworks by means 
of computer models. Consider, as just one example, the Group on Earth 
Observations System of Systems (GEOSS), an initiative that emerged from 
the 2002 World Summit on Sustainable Development. The GEOSS inter-
network links numerous global monitoring systems with modeling and 
memory of . . . well, practically everything on Earth. GEOSS ’ s ultimate goal 
is  “ to transform earth system observations into socio-economic informa-
tion of value. ”   5   Anyone interested in any form of globalization, whether 
political, economic, historical, or cultural, will do well to attend to these 
new ways of thinking globally. 

 A Few Words about Words (and Numbers) 

 When I talk about  meteorology  and  meteorologists , I ’ m not talking about the 
Weather Channel. I am talking about the spectrum of sciences and scien-
tists that study the atmosphere, including forecasting, climate science, 
experimental studies, and other disciplines. When I say  anthropogenic , I 
mean  “ of human origin, ”  or  “ human-caused ” ; think  anthropos  (Greek for 
 “ human ” ) and  genesis  (beginning). When I say  general circulation , I ’ m 
talking about how the atmosphere moves ( “ circulates ” ) around the planet, 
its typical patterns of motion on the global scale.  General circulation models  
simulate this motion. 

  Climate sensitivity  is a widely used benchmark for simulation experi-
ments. Climate sensitivity is short for  “ how much the global average 
temperature will change when carbon dioxide concentrations double 
from their pre-industrial levels. ”  Usually this is expressed as a range; 
2 – 4.5 ° C is the current IPCC estimate of climate sensitivity. It now appears 
virtually inevitable that carbon dioxide concentrations will not only 
double but may triple or even quadruple before they decline. Hence, the 
climate sensitivity is just a signpost, not a marker for the likely peak 
concentration. 
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 I use the metric system, the scientifi c standard. One degree Celsius ( ° C) 
is equal to 1.8 degree Fahrenheit ( ° F); water freezes at 0 ° C and boils at 
100 ° C. A meter is a little more than a yard. A kilometer is about six tenths 
of a mile, so 100 kilometers is a little more than 60 miles. 

 This book has no glossary, but many are readily available. Two good 
ones are the online Glossary of Meteorology provided by the American 
Meteorological Society (amsglossary.allenpress.com/glossary/) and the one 
in the appendix to the IPCC ’ s Working Group I Fourth Assessment Report 
(available at www.ipcc.ch). 

 How to Read This Book 

 I wanted to write a book that almost anyone could read and understand. 
At the same time, I wanted the book to appeal to scientists, and my fun-
damental argument requires going into some depth about weather and 
climate models, data, and their interactions. As a result, some people will 
fi nd parts of the book too technical or too detailed, while others will fi nd 
the same parts not technical or detailed enough. Here I briefl y outline the 
book ’ s structure, then describe three different ways you could read this 
book, depending on what kind of reader you are. 

 The book ’ s sequence is roughly but not entirely chronological. Despite 
its length, it should be thought of as series of vignettes taken from a history 
so long and so complex that no linear narrative (and no single book) could 
hope to capture it. After chapter 7, most chapters carry one part of the 
story from some point in the 1950s to the present. Here is a map. 

 Chapter 1 outlines the book ’ s conceptual framework and describes the 
arc of the argument. 

 Chapters 2 – 5 treat weather forecasting and climatology before 1945. 
These chapters provide background and introduce a series of concepts, 
especially the notions of data friction and computational friction. 

 Chapters 6 and 7 cover weather prediction and climate modeling from 
1945 to 1970. This is the place to fi nd explanations of how weather models 
and climate models work. 

 Chapters 8 – 10 recount how the weather information infrastructure 
developed between 1950 and 1980: how global weather data were collected 
( “ making global data ” ) and how they were analyzed and modeled to render 
global forecasts ( “ making data global ” ). Chapter 9 is an account of the 
World Weather Watch and the Global Atmospheric Research Program, 
the World Meteorological Organization ’ s two major infrastructural 

http://www.ipcc.ch
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achievements through 1980. Chapter 10 develops the concept of  model-
data symbiosis . 

 Chapters 11 and 12 distinguish weather data from climate data and 
describe the reconstruction of historical temperature records. Chapter 11, 
the main subject of which is surface-station records, sweeps from the 1930s 
to the present. Chapter 12 describes the reunifi cation of weather forecast-
ing and climate science in the reanalysis projects begun in the late 1980s. 
(Reanalysis creates climate data from historical weather records.) 

 Chapter 13 returns to climate modeling, focusing on parameterization, 
tuning, and model validation. Taking a conceptual rather than a chrono-
logical approach, it focuses mainly on modeling issues of the period from 
1980 to the present. 

 Chapters 14 and 15 discuss the interaction of models, data, and global 
atmospheric politics. Chapter 14 covers ozone depletion, nuclear winter, 
global warming, and other issues of the period 1960 – 1992, ending with 
the Framework Convention on Climate Change. Chapter 15 focuses on 
structural features of the politics of global warming since 1990. 

 The conclusion revisits the idea of a climate knowledge infrastructure 
and refl ects on its larger meaning. 

 Most chapters begin and end with a short section written in an informal 
style. These sections try to draw out each chapter ’ s central lessons briefl y 
and readably, but do not necessarily rehearse the full argument. Reading 
them may help you decide how deeply to explore the chapter. 

 Say you are a  “ general reader ”  — not a scientist, but somebody who likes 
to read newspaper science sections or  Scientifi c American , or who listens to 
 Science Friday  on National Public Radio. If you like to delve into historical 
background, chapters 2 – 5 and 14 should be relatively accessible. If you 
are more interested in how we know about climate change, begin with 
chapter 7 (perhaps skipping its more technical sections, those on pioneer-
ing climate models), then read chapters 11 – 13, chapter 15, and the 
conclusion. 

 If you are a scientist, and especially if you work in the atmospheric sci-
ences, you probably already know a lot about current debates on climate 
change. You may care more about the history of models and data. For you, 
chapters 6 – 13 will be the core of the book — especially chapters 6 and 7, 
which describe the rise of computer modeling in weather forecasting and 
climate science. Chapter 15 and the conclusion may offer you some new 
ways to think about current debates. 

 If you are an academic or a student from a non-scientifi c discipline (such 
as history and philosophy of science, science and technology studies, or 
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political science), you will want to read the whole book. Historians will 
naturally be more interested in the parts relevant to their own periods. 
People with an epistemological bent will fi nd chapters 10 – 13 most useful. 
If you are most interested in climate policy or controversy studies, chapters 
11, 14, and 15 may be most rewarding for you. 

 What This Book Does Not Do 

 This book deliberately violates the received history of meteorology in a 
way that may upset the expectations of readers already versed in that 
history. Meteorology includes three main component disciplines: weather 
forecasting, climatology, and theoretical meteorology. Originally united, 
these disciplines split apart in the nineteenth century and developed in 
relative isolation until the advent of computer models after 1950. Computer 
modeling returned theoretical meteorology to a central role in forecasting, 
and it transformed climatology into what we now call climate science. Yet 
operational weather prediction ’ s very different priorities still separated it 
institutionally and conceptually from climate science. Most histories of 
meteorology — especially the informal history that meteorologists recount 
to one another — accept this division at face value. As a consequence, the 
stories of weather forecasting, climatology, and theoretical meteorology 
are usually told separately. 

 In this book I bring the three narratives together in ways that may at 
fi rst seem puzzling to some scientists. I do this because the arcs of those 
stories rejoined some time ago. Since 1960, computer models have been 
the fundamental tool of both weather forecasting and climate science, 
differing in details and in usage but not in underlying structure. Since 
1990, reanalysis projects have reunited the previously separate streams of 
weather data and climate data, at least to a degree. More recently, opera-
tional climate prediction and the Earth System Modeling Framework 
(which allows model components to be readily exchanged among research 
labs and operational agencies) have signaled the beginning of a new stage 
in this reunifi cation. Thus, to understand the infrastructure of climate 
knowledge you have to understand weather forecasting. Though still quite 
different in many ways, they are inseparable, and they are increasingly 
linked. 

 My deepest regret about the book is that it is not, as I once hoped it 
would be, a fully international history. Swedish, British, German, Japanese, 
and Soviet and Russian contributions, in particular, receive much less 
attention here than they deserve, and it would be possible to come away 
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from this book with an infl ated view of the role of the United States in 
climate science and politics. My defense is that no scholar and no book 
can do everything. My hope is that I, along with many other writers, can 
continue to expand this story much as climate scientists have recon-
structed climate history: with many iterations, as more evidence appears 
and as my colleagues fi nd and correct the defi ciencies. That ’ s how good 
history works. 

 This is not a history of individuals, nor is it an ethnography. It contains 
few thoroughly drawn characters and few discussions of personal or group 
interactions. Instead, it is a history of systems, networks, and webs; of 
data, models, and knowledge fl ows. My goal is not to document details, 
but to provide an analytical perspective, a conceptual framework that 
makes some sense of things. For this reason, I have not attempted to 
systematically attribute credit for scientifi c advances, for organizational 
transformations, or for larger ideas and trends. In the time-honored scien-
tifi c and scholarly tradition, I cite the most important publications and 
other works, but inevitably I will have passed over some of these. Many 
meteorologists maintain a remarkable awareness of their fi eld ’ s history, so 
these omissions will certainly disappoint some people. If you are one of 
them, please accept my apology; I intend no slight. I fully understand that 
everything I have described came about through the tireless work of indi-
vidual human beings, many of whom dedicated their entire lives to build-
ing some part of this gigantic whole. I wish I had found a way to include 
them all. 

 My offi ce and my computer ’ s disk drive are crammed with excellent 
books and articles about meteorology and climate change written by other 
historians and social scientists. I have made such use of these works as I 
can, and have tried to gesture in their direction where I can ’ t. In reaching 
out to a broad audience, I have left to one side what some of my colleagues 
may regard as important scholarly debates; these I will engage elsewhere. 

 My fi nal caveat, which I will repeat frequently to avoid misunderstand-
ing, is that this book treats only some pieces of the climate change puzzle. 
It focuses primarily on atmospheric models and the historical temperature 
record. These are the two most important ways we know about climate 
change, but many other lines of evidence, and many other kinds of models, 
play crucial parts in the knowledge infrastructure .  Ultimately it is the 
convergence of all these lines of evidence, from numerous partly or com-
pletely independent disciplines and data sources, that underwrites the 
scientifi c consensus on global warming. 
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 The Book ’ s History 

 This book has been a long time coming. I fi rst got interested in climate 
change in the mid 1980s, when I was in graduate school, in the context 
of global security issues. In 1994, as a junior faculty member at Stanford 
University, I began studying it in earnest under a National Science 
Foundation professional development fellowship. I am neither a meteo-
rologist nor a computer scientist by training, although I worked as a com-
puter operator and programmer in the mid 1970s, and although my fi rst 
book,  The Closed World: Computers and the Politics of Discourse in Cold War 
America  (1996), took me deep into the history of computing. So I had to 
learn a lot. I took courses on climatology and studied the scientifi c litera-
ture intensively. I worked closely with my Stanford colleague Stephen 
Schneider, who provided what amounted to an intensive multi-year tuto-
rial on climate science and politics. Over the years I attended countless 
scientifi c meetings. 

 Originally I planned to write a history of climate modeling, so I visited 
numerous climate laboratories and other facilities throughout the United 
States and in the United Kingdom, France, Switzerland, and Australia. 
During these visits I collected a large archive of documents. More than 800 
documents are cited directly in this book, but my research bibliography 
runs to well over 5000 items. In addition to primary scientifi c articles, these 
include letters and other archival documents, email exchanges among 
scientists,  “ gray literature, ”  and a variety of photographs, PowerPoint pre-
sentations, and materials in other media. 

 Gray literature — conference proceedings, internal reports from climate 
laboratories, International Meteorological Organization and World 
Meteorological Organization publications, and similar items — has consid-
erable importance in meteorology and is often cited in journal publica-
tions. Yet laying hands on any of the gray literature published before about 
1995 is remarkably diffi cult. There are only a few well-stocked meteorologi-
cal libraries in North America, and probably no more than two dozen 
in the whole world. Very few have the full set of WMO publications —
 especially operational manuals, whose earlier versions are routinely dis-
carded when updated manuals arrive. Even the WMO ’ s library in Geneva 
no longer holds copies of some of that organization ’ s own publications. 
This fact matters in my story. Recently recovered older versions of 
WMO Publication 47 are now aiding in the reconstruction of weather 
records from ships (see chapter 11). Therefore, I spent many weeks in 



xxvi Introduction

meteorological libraries at the US National Center for Atmospheric 
Research, the Geophysical Fluid Dynamics Laboratory, Environment 
Canada, the Goddard Institute for Space Studies, UCLA ’ s Department of 
Meteorology, the European Center for Medium Range Weather Forecasts, 
and the Australian Bureau of Meteorology Research Centre. I also made 
use of archives at the National Center for Atmospheric Research, the 
Massachusetts Institute of Technology, and the American Institute of 
Physics. 

 Between 1994 and 2001, I interviewed numerous scientists. In particu-
lar, I took lengthy oral histories from the fi rst-generation climate modelers 
Cecil  “ Chuck ”  Leith, Syukuro Manabe, Warren Washington, Akira 
Kasahara, and Akio Arakawa. (I was not able to take oral histories from two 
other members of this fi rst generation; Yale Mintz died in 1993, and by 
1998, when I interviewed Joseph Smagorinsky, his Parkinson ’ s Disease had 
progressed to the point that an oral history was no longer practicable. 
Fortunately, Smagorinsky had already written several excellent historical 
accounts of the events in which he was involved.) Transcripts of these oral 
histories are on deposit at the American Institute of Physics ’  Center for the 
History of Physics and are available for other researchers to use. The names 
of all my interviewees are listed in my acknowledgments. In the end, as I 
learned more and more about the fi eld and as my focus shifted from the 
history of modeling to the larger topics this book covers, I decided to use 
most of those interviews as background rather than primary source 
material. 

 I made a deliberate decision not to pursue archival sources in great 
depth. Such sources do exist, particularly for events prior to about 1970, 
and I explored some of them rather thoroughly. Yet it quickly became clear 
to me that I needed to choose between ferreting out archival evidence and 
going where I wanted to go, namely toward a conceptual and long-
historical view. Further, I decided that the most credible and relevant 
sources for this project were the same ones scientists use in their own work: 
peer-reviewed scientifi c journals; conference proceedings; documents pub-
lished by such organizations as the WMO, the IPCC, and national science 
academies; and other primary professional literature. 

 Over the years, I have published a series of articles and another book: 
 Changing the Atmosphere: Expert Knowledge and Environmental Governance  
(MIT Press, 2001), co-edited with Clark Miller. Bits and pieces of this previ-
ous work, all updated and revised, appear throughout  A Vast Machine . As 
time went on, other research work and life events intervened, causing this 
project about global climate science to travel around the world with me. 
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I composed substantial parts of it during extended stays in France, the 
Netherlands, Australia, South Africa, and Namibia. The science continued 
to grow and change, as did the political context; the huge scale and scope 
of climate research made merely keeping up with the literature virtually a 
full-time job. My own perspective continued to shift as I developed the 
book ’ s framework and further explored the intricate relationships between 
models and data. No one ’ s understanding of this subject can ever be com-
plete or fi nished, but here is mine, as done as I can do it and — like all 
knowledge — merely provisional. 





 1     Thinking Globally 

 In 1968, three American astronauts became the fi rst human beings ever to 
see Earth ’ s full disk from space. President Lyndon B. Johnson mailed 
framed copies of the Apollo mission ’ s photographs to the leaders of every 
nation as an allegory of the inevitable unity that encompasses all human 
division and diversity and binds us to the natural world. 

 By then, of course, representations of Earth as a globe were already 
centuries old. Nevertheless, many saw a transfi guring power in the awesome 
beauty of those famous photographs. That small blue ball, spinning alone 
in darkness: it hit you like a thunderclap, a sudden overwhelming fl ash of 
insight. You saw, all at once, the planet ’ s fragility, its limits, and its whole-
ness, and it took your breath away. The law professor Lawrence Tribe once 
called it a  “ fourth discontinuity, ”  as massive a perspectival shift as those 
brought on by Copernicus, Darwin, and Freud.  1   By 1969, according to 
rumor, David Brower, founder of Friends of the Earth, had distilled Tribe ’ s 
 “ fourth discontinuity ”  into four words:  “ Think globally, act locally. ”   2     

 Whatever you think of it as a political principle,  “ Think globally, act 
locally ”  remains arresting in its boldness. It captures an entire philosophy, 
complete with ontology, epistemology, and ethics, in a bumper-sticker 
slogan. It asserts an intimate relationship between two vastly different 
scales: macro, world-scale environmental and economic systems, on the 
one hand, and the micro sphere of individual choice and action, on the 
other. It extends an arrow of agency, comprehending macro effects as 
the results of vast aggregations of micro causes. Thus it locates the meaning 
of individual action in its relationship to the gigantic whole. Finally, it 
affi rms that global change matters so deeply that it should occupy the 
intimate corners of everyday awareness and guide each person ’ s every 
choice. 

  “ Thinking globally ”  meant seeing the world as a knowable entity — a 
single, interconnected whole — but in a sense that lacked the secure stasis 
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of maps, parlor globes, or pre-Darwinian cosmologies. Instead, it meant 
grasping the planet as a dynamic system: intricately interconnected, articu-
lated, evolving, but ultimately fragile and vulnerable. Network, rather than 
hierarchy; complex, interlocking feedbacks, rather than central control; 
ecology, rather than resource: these are the watchwords of the new habit 
of mind that took Earth ’ s image for its emblem. 

 Those photographs and that slogan conveyed all this, and more, not 
just because of what they said but also because of when they said it.  3   They 
fell directly into an overdetermined semiotic web prepared by (among 

 Figure 1.1 
 Photograph of Earth taken from Apollo 8, December 1968.  

 Image courtesy NASA. 
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other things) the post-World War II  “ One World ”  movement; the United 
Nations; the 1957 – 58 International Geophysical Year, with its scientifi c 
internationalism and powerful popular appeal; the Earth-orbiting satellites 
Sputnik, Telstar, and TIROS; the many variants of systems thinking 
descending from operations research, cybernetics, and early computer 
science; scientifi c ecology; and what I have called the  “ closed world dis-
course ”  of Cold War politics.  4   Long before the astronauts stared down in 
awe from outer space, notions of a  “ global Earth ”  had begun to emerge in 
language, ideology, technology, and practice.  5   

 How did  “ the world ”  become a  system ? What made it possible to see 
local forces as elements of a planetary order, and the planetary order as 
directly relevant to the tiny scale of ordinary, individual human lives? How 
did the complex concepts and tools of global thinking become the common 
sense of an entire Western generation? How has systems thinking shaped, 
and been shaped by, the world-scale infrastructures that have emerged to 
support knowledge, communication, and commerce? How did global 
thinking become a bumper-sticker slogan? No book could ever resolve such 
huge questions completely. But by exploring one of today ’ s most promi-
nent objects of global knowledge and politics — global warming — in rela-
tion to the infrastructure that supports it, I hope to sketch at least the 
outlines of some answers. 

 Global Climate as an Object of Knowledge 

 If you really want to understand something, I tell my students, you have 
to ask an elemental question:  How do you know ? At fi rst you may think 
you have answered that question when you have reviewed the evidence 
behind the claim. But if you keep asking the question long enough, you 
will begin to wonder where that evidence came from. If you are talking 
about a scientifi c problem, you will begin to care about things like instru-
ment error, sampling techniques, statistical analysis. ( How  do you know?) 
And if you have the soul of a scientist — or a defense attorney — you will 
go further still. Who collected that evidence? Why did they see it as 
evidence, and where did they get the authority to say so? (How do  you  
know?) Finally, you will begin to ask how evidence comes to count as 
evidence in the fi rst place. How do communities interweave data, theories, 
and models, within their tapestries of culture and commitments, to make 
what we call knowledge? (How do you  know ?) When you have gone deep 
enough, you may surrender your Cartesian dreams of total certainty 
in favor of trust founded in history, reputation, and fully articulated 
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reasoning. Or you may not. Whatever happens, you are going to have to 
look under the hood. 

 So how do we know that the world is getting warmer? 
 First, notice that to say that the global climate has  changed  implies that 

we know what it  used to be . At a minimum, we are comparing the present 
with some period in the past. We would like to know the details, the trend 
over time. Since we are talking about climate, not weather, we need a long 
period, ideally 100 years or more. And since we are talking about  global  
climate, we need some kind of picture of the whole planet — from the 
equator to the poles, across the continents, and over the oceans.  

 How do we get that? Experience isn ’ t enough. No one lives in a  “ global ”  
climate. Without scientifi c guidance, not even the most cosmopolitan 
traveler could perceive a global average temperature change of about 
+0.75 ° C, the amount we have seen so far. Extreme weather events — heat 
waves, hurricanes, droughts, fl oods — dominate human experience and 
memory, and they often create false impressions of average conditions. In 
the winter of 1981 – 82, the fi rst year I lived in California, it rained in tor-
rents all day, every day, for weeks. Huge mudslides ripped out mountain 
roads near my house. The San Lorenzo River overfl owed, washing away 
whole neighborhoods. The next winter, I expected the same. It took me 
most of the decade to really understand that this wasn ’ t normal. 

 Year to year, weather averages vary naturally. No extreme event or 
extreme season necessarily refl ects a long-term climate change. Rising 
global average temperatures will not put an end to unusually cold winters, 
late-spring ice storms, or other episodes that seem to run against the trend. 
Further, the temperature change that worries us today is an average rise of 
2.5 – 5 ° C (4.5 – 9 ° F) over the next 50 – 100 years. In terms of human experi-
ence, that is far less than the typical difference between daytime highs and 
nighttime lows in many parts of the world. Every year, the planet ’ s temper-
ate zones endure temperature changes of ten times this magnitude, as frigid 
winters in the  – 10 ° C range bloom into steamy +30 ° C summers. Thus we 
can ’ t rely on experience alone. 

 Let us look for evidence, then. Data should be easy to get. Since the 
middle of the nineteenth century, meteorologists have been building a 
global information system of enormous scope and complexity. Each day, 
weather stations around the planet, on land and sea, generate hundreds 
of thousands of instrument readings. In addition, satellites, aircraft, radio-
sondes, and many other instrument platforms measure variables in the 
vertical dimension, from the surface to the atmosphere ’ s outer edge.   Figure 
1.2  illustrates the present-day meteorological information system ’ s three 
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today. RTH stands for regional telecommunications hub and NMS for national 

meteorological service.  

 Courtesy of World Meteorological Organization.  



6 Chapter 1

components: the Global Observing System, the Global Telecommunication 
System, and the Global Data Processing and Forecast System. Together they 
collect, process, and archive hundreds of terabytes  6   of weather and climate 
data each year.   

 With all those numbers, fi nding evidence of global warming should 
be simple enough. Collect all the thermometer readings for the world, 
arrange them by date, average them, graph the results, and  voil à  . But the 
simplicity of this recipe masks some very complicated problems. To begin 
with, over the last 160 years (the period of historical thermometer records) 
practically everything about the weather observing system has changed —
 often. Weather stations come and go. They move to new locations, or they 
move their instruments, or trees and buildings rise around them, or cities 
engulf their once rural environs. They get new instruments made by dif-
ferent manufacturers. Weather services change their observing hours and 
their ways of calculating monthly averages. These and dozens of other 
changes make today ’ s data different not only from data collected 150 years 
ago, but also from data collected 20 years ago, or even (sometimes) last 
week. It ’ s like trying to make a movie out of still photographs shot 
by millions of different photographers using thousands of different 
cameras. Can we reconcile the differences, at least well enough to create a 
coherent image? Yes, we can, scientists believe. But it isn ’ t easy, and it is 
never fi nished. 

 If we go beyond ground-level air temperature to look for evidence of 
global climate change — including all the other elements that constitute 
the climate (sea surface temperatures, ocean currents, rainfall, snow, sea 
ice, etc.) — the data predicament created by constantly changing observing 
systems goes from very bad to even worse. And if you want to understand 
not only what is happening to the climate but also why it is happening, 
you have to parse out human infl uences (such as greenhouse-gas emis-
sions), natural factors (such as volcanic eruptions and changing solar 
output), and random variability. To do this, you need a way to understand 
the whole system: where its energy comes from; where it goes; how it 
moves around in the atmosphere and oceans; how land surfaces, snow, 
and ice affect it; and many other things. We can do this too, with com-
puterized climate models. But the models have their own diffi culties, and 
they depend signifi cantly (for their parameterizations) on observational 
data. 

 Thus assembling stable, reliable, long-term evidence of climate change 
is diffi cult indeed. Nonetheless, a consistent scientifi c consensus on climate 
change had developed by the early 1990s. Though some of the details have 
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shifted since then, in general this consensus holds that some global 
warming has already occurred, and that human activities are responsible 
for a substantial part of it. A 2007 assessment by the Intergovernmental 
Panel on Climate Change (IPCC), the world ’ s most authoritative climate 
knowledge institution, concluded that the planet warmed by about 0.75 ° C 
over the period 1906 – 2005. Models predict that we are in for much more 
warming (2 – 6 ° C) by 2100, depending on greenhouse-gas emissions, defor-
estation, and many other factors. Some of this future warming is already 
 “ committed, ”  in this sense: even if all emissions of greenhouse gases were 
to cease tomorrow, warming would continue for several decades as the 
oceans come into equilibrium with the atmosphere. In 2007, the IPCC and 
former US Vice President Al Gore shared the Nobel Peace Prize for their 
work in creating knowledge and spreading awareness of the threat of global 
warming. 

  “ Consensus ”  does not mean that all scientists agree on every detail, and 
noisy protests of even the most basic facts continue. Yet most scientists 
agree on the essential elements just mentioned. Their consensus has held 
for nearly 20 years now, and the message has sunk in. Today most people 
in developed countries believe that global warming is happening, and 
happening to them; they think it will directly affect their lives. Since the 
turn of the millennium, opinion surveys consistently show that Americans 
and Europeans believe that global warming is real, that human activity is 
its principal cause, and that press reports on the issue correctly refl ect, or 
even underestimate, its dangers. Large majorities (four fi fths) support the 
Kyoto Protocol.  7   Not only governments and environmental organizations, 
but also major insurance, energy, and automobile corporations have pub-
licly accepted the reality of global warming and announced efforts to 
address it. Toward the end of the twentieth century, then, global warming 
became an established fact. This book is about how we came to know this 
fact and what it means to say that we know it. 

 This should not be the only book you ever read about global warming, 
because there are many things I do not cover. In particular, I focus only 
on atmospheric temperature and circulation. There are many other impor-
tant lines of evidence for global warming, including paleoclimate studies, 
the rapid melting of glaciers and continental ice sheets, and ocean tem-
perature and circulation. Spencer Weart ’ s book and website  The Discovery 
of Global Warming  reviews much of this larger range of evidence from a 
historical perspective. For authoritative scientifi c treatments, turn fi rst to 
the IPCC ’ s assessment reports. If you are looking for responsible discus-
sions more accessible to non-scientists, try Stephen Schneider ’ s  Laboratory 
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Earth , Sir John Houghton ’ s  Global Warming: The Complete Briefi ng , Andrew 
Dessler and Edward Parson ’ s  The Science and Politics of Global Climate 
Change , or Joseph DiMento and Pamela Doughman ’ s  Climate Change: What 
It Means For Us, Our Children, and Our Grandchildren . 

  A Vast Machine  is also not really about scientifi c uncertainty, the 
uptake of science into politics, or public understanding of science. Studies 
of these topics now exist in large numbers, and there are a lot of very 
good ones, with more appearing almost daily.  8   Nor does it address 
the impacts of climate change, how to mitigate its effects, or how we can 
slow its progress, though all of these are, of course, matters of great 
importance. 

 Instead, what you are about to read is a  historical account  of  climate 
science as a global knowledge infrastructure . Climate science systematically 
produces knowledge of climate. As Ruskin put it in 1839 (see my epigraph), 
it is  “ a vast machine ” : a sociotechnical system that collects data, models 
physical processes, tests theories, and ultimately generates a widely shared 
understanding of climate and climate change. This knowledge production 
begins with observations, but those are only raw materials. Transforming 
them into widely accepted knowledge requires complex activity involving 
scientifi c expertise, technological systems, political infl uence, economic 
interests, mass media, and cultural reception. Even the question of what 
counts as a valid observation in the fi rst place requires considerable nego-
tiation. This knowledge-production system delivers not only specifi cs 
about the past and likely future of Earth ’ s climate, but also the very idea 
of a planetary climate as something that can be observed, understood, 
affected by human wastes, debated in political processes, cared about by 
the general public, and conceivably managed by deliberate interventions 
such as reforestation or gigantic Earth-orbiting sunshades. Ultimately, this 
knowledge infrastructure is the reason we can  “ think globally ”  about 
climatic change. 

 Dynamics of Infrastructure Development 

 To be modern is to live within and by means of infrastructures: basic 
systems and services that are reliable, standardized, and widely accessible, 
at least within a community. For us, infrastructures reside in a naturalized 
background, as ordinary and unremarkable as trees, daylight, and dirt. Our 
civilizations fundamentally depend on them, yet we notice them mainly 
when they fail. They are the connective tissues and the circulatory systems 
of modernity. By linking macro, meso, and micro scales of time, space, and 
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social organization, they form the stable foundation of modern social 
worlds.  9   

 Infrastructure thus exhibits the following features, neatly summarized 
by Susan Leigh Star and Karen Ruhleder: 

  •     Embeddedness . Infrastructure is sunk into, inside of, other structures, 
social arrangements, and technologies. 
  •     Transparency . Infrastructure does not have to be reinvented each time or 
assembled for each task, but invisibly supports those tasks. 
  •     Reach or scope  beyond a single event or a local practice. 
  •     Learned as part of membership . The taken-for-grantedness of artifacts and 
organizational arrangements is a sine qua non of membership in a com-
munity of practice. Strangers and outsiders encounter infrastructure as a 
target object to be learned about. New participants acquire a naturalized 
familiarity with its objects as they become members. 
  •     Links with conventions of practice . Infrastructure both shapes and is shaped 
by the conventions of a community of practice. 
  •     Embodiment of standards . Infrastructure takes on transparency by plug-
ging into other infrastructures and tools in a standardized fashion. 
  •     Built on an installed base . Infrastructure wrestles with the inertia of the 
installed base and inherits strengths and limitations from that base. 
  •     Becomes visible upon breakdown . The normally invisible quality of working 
infrastructure becomes visible when it breaks: the server is down, the 
bridge washes out, there is a power blackout. 
  •     Is fi xed in modular increments, not all at once or globally . Because infrastruc-
ture is big, layered, and complex, and because it means different things 
locally, it is never changed from above. Changes require time, negotiation, 
and adjustment with other aspects of the systems involved.  10   

 Most entities typically classifi ed as  “ infrastructure, ”  such as railroads, 
electric power grids, highways, and telephone systems, are network tech-
nologies. They channel fl ows of goods, energy, information, communica-
tion, money, and so on. Many infrastructures are transnational, and a few 
have effectively gone global: for example, by 2008 there were over 4 billion 
mobile phone accounts and 1.3 billion fi xed telephone lines, most of 
which could (in principle) call any of the others.  11   

 In the 1980s and the 1990s, historians and sociologists of technology 
began studying the infrastructure phenomenon intensively. These research-
ers developed a  “ large technical systems ”  (LTS) approach to telephone, 
railroads, air traffi c control, electric power, and many other major infra-
structures.  12   Around the same time, some scholars began to identify 
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infrastructure as a key analytic category.  13   The LTS school of thought gener-
ated new insights into questions of organizational, social, and historical 
change. Recently, investigators have applied this and related infrastructure-
oriented approaches to urban development, European history, globaliza-
tion, scientifi c  “ cyberinfrastructure, ”  and Internet studies.  14   

 Where do infrastructures come from? The LTS approach identifi ed a 
series of common stages in infrastructure development: 

  •    invention 
  •    development and innovation 
  •    technology transfer, growth, and competition 
  •    consolidation 
  •    splintering or fragmentation 
  •    decline. 

 In the invention, development, and innovation phases,  “ system build-
ers ”  create and promote linked sets of devices that fi ll a functional need. 
As elaborated by Thomas Parke Hughes, the paradigmatic LTS example of 
a system builder is Thomas Edison. Neither the light bulb nor electric 
power alone accounted for Edison ’ s remarkable commercial success. 
Instead, Hughes argued, Edison conceived and delivered a lighting  system , 
comprising DC generators, cables, and light bulbs. Establishing a new LTS 
such as Edison ’ s demands more than technical ingenuity; it also requires 
organizational, economic, political, and legal innovation and effort in 
order to resolve the host of heterogeneous problems that inevitably arise. 
Finance capital, legal representation, and political and regulatory relation-
ships become indispensable elements of the total system. Over time, the 
LTS becomes sociotechnical, rather than merely technological.  15   

 Technology transfer to other locations (cities or nations) follows the 
initial system elaboration phase. Typically, developers respond to new local 
conditions by introducing variations in the system ’ s original design.  16   
Hughes, referring to the distinctive look and feel of the  “ same ”  LTS in dif-
fering local and national contexts, called this  “ technological style. ”  In the 
growth phase, the system spreads quickly and opportunities for both profi t 
and innovation peak. New players may create competing systems with 
dissimilar, incompatible properties (for example, DC vs. AC electric power, 
or the Windows operating system vs. Macintosh and Linux). 

 During consolidation, the quasi-fi nal stage of LTS development, com-
petition among technological systems and standards may be resolved by 
the victory of one over the others. More often, however,  “ gateway ”  tech-
nologies emerge that can join previously incompatible systems, allowing 
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them to interoperate.  17   AC-DC power converters for consumer electronics 
and telephone adapters for international travel are examples, as are (in the 
world of information technology) platform-independent standards such as 
HTML and PDF. Gateways may be dedicated or improvised (that is, fi tted 
specifi cally to a particular system), or they may be generic (standardized 
sockets opening one system to interconnection with others) or meta-
generic or  “ modeled ”  (protocols for creating new generic standards, without 
restricting design in detail).  18   

 Gateway technologies and standards spark the formation of networks. 
Using gateways, homogeneous and often geographically local systems can 
be linked to form heterogeneous networks in which top-down control is 
replaced by distributed coordination processes. The shift from homoge-
neous systems to heterogeneous networks greatly increases fl exibility and 
creates numerous opportunities for innovation. In a later phase, new gate-
ways may connect heterogeneous networks to one another (as in the 
Internet, a network of networks whose principal gateway technologies are 
packet switching and the TCP/IP protocol suite). Container shipping 
(which joins road, rail, and shipping networks) and the linkage of cellular 
with land-line telephony are examples of internetworks in other domains. 
Gateways need not be, and often are not, technological. For example, far 
more important than hardware in linking global fi nancial markets into a 
single infrastructure were institutional, legal, and political gateways that 
permitted trans-border stock trading, currency exchange, and so on. 

 No system or network can ever fulfi ll all the requirements users may 
have. Systems work well because of their limited scope, their relative coher-
ence, and their centralized control. System builders try to expand by 
simply increasing their systems ’  scale to reach more potential users, thereby 
excluding competitors. On the other hand, though users appreciate greater 
scale, they also want greater scope as well as custom functionality. Therefore, 
they continually cast about for ways to link incompatible systems and 
networks. Gateway developers (who may be users themselves) try to fi nd 
ways to automate these links. When they succeed, gateway innovations 
and shared standards create  networks  or, at a higher level,  webs  (networks 
of networks, or internetworks). From the user ’ s viewpoint, a network or a 
web links stand-alone systems (or networks), providing greater functional-
ity. This was the case with the World Wide Web, which began as a protocol 
for exchange of hypertext documents but rapidly subsumed numerous 
pre-existing Internet fi le sharing mechanisms, including ftp, gopher, and 
nntp. From the operator ’ s viewpoint, networks or webs shift the focus from 
control to coordination with the systems or networks on the other side of 
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the gateway. The formation of a network or a web usually benefi ts users, 
but it can have unpredictable effects on the owners and operators of under-
lying systems.  19   The standardization process is a rocky road — even in infor-
mation technology, where it is often easier than in other domains.  20   

 To sum up: System builders seek to fi nd or create well-defi ned niches 
that can be served by centrally designed and controlled systems, but users ’  
goals typically include functions that may be best served (for them) by 
linking separate systems. The fundamental dynamic of infrastructure 
development can thus be described as a perpetual oscillation between the 
desire for smooth, system-like behavior and the need to combine capabili-
ties no single system can yet provide. For these reasons, in general  infra-
structures are not systems  but networks or webs.  21   This means that, although 
infrastructures can be coordinated or regulated to some degree, it is diffi cult 
or impossible to design or manage them, in the sense of imposing (from 
above) a single vision, practice, or plan. 

 Infrastructure formation is never tension-free. Emerging infrastructures 
invariably create winners and losers. If they are really infrastructures, they 
eventually make older ways of life extremely diffi cult to maintain: think 
of family farms against industrial agriculture, or newspapers against the 
Internet. Every choice involves tradeoffs and consequences. Infrastructures 
have victims and  “ orphans ”  (people and groups who are unable to use 
them or to reap their benefi ts because of their circumstances) — for example, 
people with rare diseases ignored by pharmaceutical research, blind people 
unable to navigate graphics-based websites, and the 5 billion people still 
without access to the Internet. 

 Even in meteorology, a fi eld in which it is hard to discern many victims, 
one can fi nd tensions that have real human consequences. When I visited 
the National Severe Storms Center in Norman, Oklahoma, a few years 
back, the director could barely contain his bitterness. His research budget 
had barely held steady even as budgets for climate-change research sky-
rocketed. From his point of view, advancing tornado or hurricane warnings 
by even a few hours could save thousands of lives and prevent millions of 
dollars ’  worth of property destruction. But the money he needed to improve 
his prediction models was drained by long-term climate research. Every 
stage of infrastructure development is marked by struggle.  22   

 Weather and Climate Information Infrastructures 

 The world weather and climate information infrastructure, described 
briefl y above (and much more extensively throughout this book), exhibits 
all the classic features of this well-established development pattern. 
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National weather services inaugurated a system building phase, based on 
then-new telegraphy, in the latter half of the nineteenth century. With 
rapid technology transfer and growth, each national weather service 
created its own technological style, including various systems and stan-
dards for data collection and forecasting. Attempts at consolidation began 
as early as the 1870s, when some meteorologists sought to create a formal 
international network. They established the International Meteorological 
Organization (IMO) to negotiate technical standards and promote network 
development. By 1900, a R é seau Mondial (worldwide network) for real-
time weather data exchange via telegraph had been proposed. For decades, 
however, consolidation remained elusive. 

 As both system builders and network users, the national weather ser-
vices experienced confl icting pressures. Answerable to their governments, 
their highest priority lay in improving national systems and services. Yet 
as forecasting techniques improved, most nations needed data from beyond 
their own borders. So coordinating with other nations was in their interest. 
On the other hand, getting dozens of weather services to agree on and 
conform to common standards and techniques often cost more in time, 
money, and annoyance than it seemed to be worth. The tension between 
sovereign national systems and voluntary international standards severely 
limited the IMO ’ s potential, and two world wars did nothing to improve 
the situation. Meanwhile, in the fi rst half of the twentieth century the 
telegraph-based weather data network rapidly morphed into an tremen-
dously complicated web, integrating both new instruments (such as radio-
sondes) and new communications media (such as telex and shortwave 
radio) through a proliferation of improvised gateways. During that 
period, most data network development was driven by the internal system-
building dynamics of national weather services. International data net-
works remained a secondary priority. IMO standards acted as guidelines, 
routinely violated but nevertheless producing considerable convergence. 
As predicted by the LTS model, this phase of technology transfer and 
growth resulted in numerous different systems, some linked and others 
not, all governed by a loose patchwork of confl icting national, regional, 
and international standards. By the 1920s, the klugey pre-World War II 
network made worldwide data  available  to forecasters almost in real time. 
But forecasters ’  ability to use those data remained limited, in part because 
of the extreme diffi culty of sorting out the numerous formats and stan-
dards used by various national weather services. 

 A consolidation phase began around 1955 and lasted for several decades. 
On the technical side, consolidation was driven by the arrival of computer 
models for weather forecasting, fi rst used operationally in 1954. Instantly 
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perceived as a superior technique despite early weaknesses, computer mod-
eling brought with it a voracious appetite for data. Weather forecasters 
adopted computer modeling immediately. Starting out with regional 
models, they switched to hemispheric models by the early 1960s and 
global models by that decade ’ s end. As scales grew, these models needed 
increasingly heroic quantities of data, demanding huge new efforts in 
standardization, communication systems, and automation. These develop-
ments required not only technological but also institutional innovation. 
The World Meteorological Organization (WMO), founded in 1950 on a 
base laid by the International Meteorological Organization, gained new 
authority for standards as an intergovernmental agency of the United 
Nations. In the 1960s the WMO directed its principal energies toward 
systems, standards, and institutional mechanisms for the World Weather 
Watch (WWW), which became operational in the late 1960s. 

 World Weather Watch planners wisely adopted a network perspective, 
promoting more unifi ed development within the existing framework of 
linked national weather services — a web of institutions. The weather 
information infrastructure is also a web of instrument networks. Weather 
satellites — capable of observing the entire planet with a single instru-
ment — began to realize the ideal of a fully global observing system. Satellite 
data sharing and the WWW concept grew directly out of Cold War politics, 
promoted as a counterweight to military and ideological tensions. Satellites 
and radiosondes, especially, generate data that differ dramatically in form 
from data generated by traditional surface stations. In the long run, numer-
ous gateways — primarily in the form of software — made it possible to 
reconcile disparate forms of data from the many different platforms. 
Today weather forecast models and data assimilation models serve as 
the ultimate data gateways, relating each kind of data to every other 
one through modeled physics, rather than simply correlating uncon-
strained measurements in space and time. (See chapter 10 for a fuller 
explanation.) 

 The networking of national  climate  observing systems into a global 
climate information infrastructure took much longer. Weather data systems 
are built for real-time forecasting. Their priority is speed, not precision, 
and they absorb new instrumentation, standards, and models quite quickly. 
In contrast, climatology requires high precision and long-term stability —
 almost the opposite of the rapidly changing weather observing system — as 
well as certain kinds of data that weather forecasters do not collect. From 
the nineteenth century on, climate data networks overlapped with weather 
networks, but also included their own, separate observing systems, such as 
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the US Historical Climatology Network. Central collectors established rudi-
mentary  global  climate data networks in the late nineteenth century. These 
gained durability in the early twentieth century in the R é seau Mondial and 
the Smithsonian Institution ’ s  World Weather Records , which formed the 
primary basis of most knowledge of global climate until the 1980s. 

 Meanwhile, climate modeling developed along lines parallel to weather 
forecasting, but over a longer period. Because they must simulate decades 
rather than days while remaining realistic, three-dimensional global 
climate models remained essentially research tools until the late 1970s. 
They fi rst gained a foothold as predictive tools around 1970 during the 
controversy over the supersonic transport, but full acceptance did not 
come until they achieved a rough consensus on greenhouse warming pre-
dictions in the late 1970s. 

 Under the spur of global warming concerns, national climate observ -
ing systems fi nally begin to consolidate into a global internetwork. The 
WMO initiated a World Climate Programme in 1980 (after the fi rst World 
Climate Conference, held in 1979), but full consolidation at the technical 
level did not really begin until 1992, when the Global Climate Observing 
System (GCOS) was established in support of the Framework Convention 
on Climate Change. Today GCOS remains, in the eyes of climatologists, 
at best an incomplete skeleton for what may one day become a fully 
adequate climate observing network.  23   Very recently, increasing demands 
from many quarters for reliable climate forecasts have led US agencies to 
begin discussions on changing the orientation of the climate observing 
system from a research orientation to an operational — in my terms, 
infrastructural — one. 

 Yet while we can consolidate the climate observing system further as 
time goes on, making sense of the data we already have presents a differ-
ent, very special issue of consolidation. We are stuck with whatever data 
we have already collected, in whatever form, from whatever sources with 
whatever limitations they might have. We have to consolidate a global 
climate observing network not only prospectively but  retrospectively , reas-
sembling the motley collection of weather and climate records and repro-
cessing them  as if  they all existed only to help us in this moment. Since 
the 1980s, through a meticulous process of infrastructural inversion (see 
below), scientists have slowly and painfully consolidated these data, 
unearthing previously uncollected records and metadata (contextual infor-
mation) and using them to create more comprehensive global datasets, to 
reduce inhomogeneities, and to render highly heterogeneous data sources 
into a common form. 
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 The most ambitious version of this consolidation, known as  “ reanaly-
sis, ”  also represents a consolidation of the weather and climate informa-
tion infrastructures. In reanalysis, past weather records (not climate data) 
are run through complex data assimilation models — originally designed 
for weather forecasting — to produce a single, uniform global data set for 
50 years or more. Traditional climate data consist mostly of averages for 
single variables (temperature, precipitation, etc.) over periods of a month 
or more. Reanalysis produces a much different kind of data: all-variable, 
physically consistent data sets containing information for millions of grid-
points every six hours. Although biases in the models prevent them from 
displacing traditional climate data, climate statistics calculated from 
reanalysis data can reveal  “ fi ngerprints ”  of climate change not detectable 
in traditional data. 

 A fi nal aspect of consolidation in the climate data infrastructure is the 
Intergovernmental Panel on Climate Change, founded in 1988 to provide 
periodic assessments of climate knowledge for parties to the UN Framework 
Convention on Climate Change, who now include almost every country 
in the world. The IPCC conducts no research of its own. Yet it represents 
the most important institutional innovation in the history of climate 
science. The periodic assessments demand regular comparisons of climate 
models and of all the various climate datasets. Not only does this process 
reveal weaknesses in both models and data; it also creates a mechanism 
for surfacing, reviewing, and merging (wherever possible) every element of 
climate knowledge. Their very title, Synthesis Reports, represents their 
consolidating role. The ongoing cycles of IPCC assessment also promote 
increased coupling across domains as diverse as oceanography, ecology, 
agriculture, and demography. Today the practical outcomes of this cou-
pling are typically suites of linked computer models, such as Earth system 
models and integrated assessment models, that combine the knowledge 
and techniques of many disciplines in a single, many-faceted simulation. 

 An LTS-based analysis, then, helps us to periodize the history of global 
meteorological networks as technical systems. It also directs us to attend 
closely to the political, legal, economic, and institutional dimensions of 
network formation. To understand global warming as an object of knowl-
edge, however, we need more than this. We want to know not just how 
weather and climate data get moved around — like conversations in the 
telephone system or electric power through transmission lines — but also 
how they get created in the fi rst place, how they are transformed into 
intelligible and reliable information, and, most important, how that infor-
mation becomes knowledge. 
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 Knowledge Infrastructures 

 If we see objects of knowledge as communal, historical products, we can 
readily extend the concept of infrastructure we have just discussed. The 
LTS approach to infrastructure always began with a technology base. Yet 
it also invariably found that to explain a technical system ’ s development 
one had to understand its social elements — hence its cornerstone phrase, 
 “  sociot echnical systems. ”  

 If we take this notion seriously, it applies directly to knowledge. Instead 
of thinking about knowledge as pure facts, theories, and ideas — mental 
things carried around in people ’ s heads, or written down in textbooks — an 
infrastructure perspective views knowledge as an enduring, widely shared 
sociotechnical system. Here is a defi nition:  Knowledge infrastructures com-
prise   robust networks of people, artifacts, and institutions that generate, share, 
and maintain specifi c knowledge about the human and natural worlds . 

 Consider how we produce the specifi c type of knowledge we call 
science.  24   If you want to be a scientist, you probably are going to need 
some technological items, such as instruments and computers. If you are 
going to share what you learn, you will want the Internet, or at least the 
telegraph (postal mail, in a pinch). By themselves, however, such tools and 
media will only get you started. Once you have a result, you still need to 
convince people that it is true, useful, and consistent with other things 
they already know. To do that, you need authority and trust. Those can 
come only from being connected — in both a present-tense sense and a 
historical sense — with a community that understands what you have 
found and what you think it means. Thus, if you want to create and 
maintain scientifi c  knowledge , you are also going to need at least the 
following: 

  •    enduring communities with shared standards, norms, and values 
  •    enduring organizations and institutions, such as libraries, academic 
departments, national science foundations, and publishers 
  •    mathematics 
  •    specialized vocabularies 
  •    conventions and laws regarding intellectual property 
  •    theories, frameworks, and models 
  •    physical facilities such as classrooms, laboratories, and offi ces 
  •     “ support ”  staff: computer operators, technicians, secretaries 

 Let me elaborate this a bit further. Science emanates from a set of respected 
institutions, including university departments, research laboratories, 
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national academies, and professional organizations. These institutions 
evolve and sometimes fail, but many of them have endured over long 
periods of time (decades or even centuries). In addition to instruments, 
computers, libraries, and so on, these institutions rely on suites of well-
accepted models and theories. They generate specialized vocabularies and 
mathematical techniques, which all practitioners must learn. Professional 
training in science is long and demanding. It teaches would-be scientists 
to think according to prevailing standards of logic, to interpret and judge 
evidence according to disciplinary norms, to use and trust particular instru-
ments and research methods (and reject others), to design experiments 
around well-established (often community-specifi c) principles, and to 
communicate with others according to certain kinds of protocols and 
conventions. Those who cannot master these practices cannot receive 
crucial credentials (typically a PhD degree). 

 Scientifi c knowledge is transmitted through a variety of material and 
human forms — journals, conferences, websites, students, postdoctoral 
fellows, and professional organizations, among others. Only some of this 
communication is ever condensed into formal publications. Libraries and 
online depositories store and provide access not only to published results 
but also (increasingly) to raw data, preprints, and other intermediate prod-
ucts of scientifi c investigation; this storage and maintenance activity rep-
resents a major commitment of human and fi nancial resources. To keep 
the whole thing going, large institutions such as national science founda-
tions transfer money from taxpayers to researchers. Along the way, they 
impose numerous practices and policies regarding peer review, ethical 
behavior, data sharing, credentialing, and so on. Vast legal structures 
govern and enforce intellectual property rights, informed consent for 
human subjects, and other forms of scientifi c integrity. 

 The infrastructural quality of this edifi ce appears vividly in the daily 
routines of scientifi c work. Consider writing grant applications, posting a 
new result to an Internet preprint site, keeping track of recent journal 
articles via Internet connection to a library, attending professional meet-
ings, manipulating experimental data with computerized statistics pack-
ages or modeling software, getting one ’ s laptop repaired by a local 
technician, and teaching a class how to use a simple model. Each of these 
activities both relies upon and helps reproduce the knowledge infrastruc-
ture. That infrastructure is a production, communication, storage, and 
maintenance web with both social and technical dimensions. Instruments, 
disk drives, and Internet links blend seamlessly with thinking, talking, and 
writing. Journals and websites mirror community life. The complex forms 
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required for grant proposals refl ect the routines of funding organizations 
and act as gatekeepers to reduce the number of proposals. Computer soft-
ware embodies theories and facts. All the features of infrastructure dis-
cussed above appear here: embedded in everyday life, transparent to users, 
wide reach and scope, learned as part of membership, linked with conven-
tions of practice, built on an installed base, and so on. 

 I intend the notion of knowledge infrastructure to signal parallels with 
other infrastructures, such as those of communication, transport, and 
energy distribution. Yet this is no mere analogy or metaphor. It is a precise, 
literal description of the sociotechnical supports that invariably undergird 
facts and well-accepted theories. 

 Get rid of the infrastructure and you are left with claims you can ’ t back 
up, facts you can ’ t verify, comprehension you can ’ t share, and data you 
can ’ t trust. Without the infrastructure, knowledge can decay or even disap-
pear. Build up a knowledge infrastructure, maintain it well, and you get 
stable, reliable, widely shared understanding. The concept of knowledge 
infrastructure resembles the venerable notion of scientifi c paradigms, but 
it reaches well beyond that, capturing the continuity of modern science, 
which keeps on functioning as a production system even while particular 
theories, instruments, and models rise and fall within it.  25   This is not an 
entirely new idea in science and technology studies, where scholars some-
times use the word  ‘ technoscience ’  to capture the technological dimension 
of science as a knowledge practice. Ethnographic studies of laboratories 
and  “ epistemic cultures ”  have looked at science as a production system 
characterized by  “ inscription devices, ”  document fl ows, and other mate-
rial-technical features.  26   I prefer the language of infrastructure, because it 
brings home fundamental qualities of endurance, reliability, and the taken-
for-grantedness of a technical and institutional base supporting everyday 
work and action. 

 Further, and perhaps most important, the idea of infrastructure captures 
the notion of extensibility. Climate knowledge once came from a few 
relatively uniform and similar scientifi c disciplines, but that has not been 
true for decades. Since the 1960s the climate knowledge infrastructure has 
been extending itself by building gateways linking different fi elds. 
Computer models are its most important technical gateways; since the 
1960s modelers have progressively linked models of the atmosphere 
to models of the oceans, the cryosphere, the biosphere, and human activi-
ties. Since the late 1980s, the primary institutional gateway joining dispa-
rate elements of the climate knowledge infrastructure has been the 
Intergovernmental Panel on Climate Change, whose regular cycles of 
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comparison, assessment, and integration link numerous scientifi c fi elds in 
a common knowledge project. 

 Infrastructural Inversion 

 To understand an infrastructure, you have to invert it. You turn it upside 
down and look at the  “ bottom ”  — the parts you don ’ t normally think about 
precisely because they have become standard, routine, transparent, invis-
ible. These disappearing elements are only fi guratively  “ below ”  the surface, 
of course; in fact they  are  the surface. But as with anything that is always 
present, we stop seeing them after a while.  27   

 This book is going to invert the climate knowledge infrastructure for 
you, but scientists themselves do it often. Infrastructural inversion is, in 
fact, fundamental to how scientists handle data. Climate scientists put it 
this way: 

 For long-term climate analyses — particularly climate change analyses — to be accu-

rate, the climate data used must be  homogeneous . A homogeneous climate time series 

is defi ned as one where variations  are caused only by variations in weather and climate . 

Unfortunately, most long-term climatological time series have been affected by a 

number of non-climatic factors that make these data unrepresentative of the actual 

climate variation occurring over time. These factors include changes in: instruments, 

observing practices, station locations, formulae used to calculate means, and station 

environment.  28   

 In other words, data aren ’ t data until you have turned the infrastructure 
upside down to fi nd out how it works. Other  “ non-climatic factors ”  in 
historical data stem from garbled communication, coding errors, and other 
noise. To decide whether you are seeing homogeneous data or  “ non-
climatic factors, ”  you need to examine the history of the infrastructure 
station by station, year by year, and data point by data point, all in 
the context of changing standards, institutions, and communication 
techniques.  

 That history, as I intimated earlier, has been deeply problematic for 
climatology. By the early twentieth century, weather forecasting and cli-
matology had diverged. Most national weather services, focused on provid-
ing short-term forecasts, paid scant attention to the observational needs 
of climatology. New observing stations often did not measure important 
climatological variables, such as precipitation. Meanwhile, existing sta-
tions changed location, replaced old instruments with new ones of a dif-
ferent type, disappeared, or saw their originally rural settings slowly 
transformed into (warmer) urban ones. These changes and many more 
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affected the continuity, stability, and quality of their data records. As a 
result, only about one fourth of stations in the US Cooperative Observer 
Network meet the US Historical Climatology Network ’ s standard that a 
station have provided  “ at least 80 years of high-quality data in a stable 
environment. ”   29   

 Since the 1950s, standardization and automation have helped to reduce 
the effect of  “ non-climatic factors ”  on data collection, and modeling tech-
niques have allowed climatologists to generate relatively homogeneous 
data sets from heterogeneous sources.  30   But it is impossible to eliminate 
confounding factors completely. Indeed, since the late 1990s the temporal 
and spatial consistency of surface weather data has been undermined by 
technological changes and by a reduction in the number of surface stations 
and ocean platforms.  31   Such an infrastructural change produces not only 
quantitative but also qualitative effects. For example, today ’ s climate infor-
mation system collects much more information than was collected in the 
past. Surface data for (say) 1890 – 1900 were produced by a much smaller, 
much less well-distributed station network than data for (say) 1990 – 2000. 
In addition, however, today ’ s data network collects new  kinds  of data, 
including measurements from radiosondes (weather balloons) and satellite 
radiometers, which monitor the atmosphere ’ s vertical dimension. Among 
other things, this means that no 1890 – 1900 time series will have any data 
at all from high above the ground, whereas a 1990 – 2000 series might have 
much more data from the upper air than from the surface. As we will see, 
climate scientists have found numerous ingenious ways to confi rm, correct, 
combine, and reject data. Yet these methods, too, have evolved. With each 
iteration in the cycle of reexamination, correction, and analysis,  the climate 
data record changes . As a result, we have not one data image of the planetary 
climate, but many — very many.  

 How can this be? Aren ’ t data supposed to be the stable cornerstone of 
the entire edifi ce of knowledge? In the strange and wonderful world of 
computational meteorology, the answer can, in fact, be  “ not quite. ”  In 
modern weather forecasting, for example, only about ten percent of the 
data used by global weather prediction models originate in actual instru-
ment readings. The remaining ninety percent are synthesized by another 
computer model: the analysis or  “ 4-dimensional data assimilation ”  model, 
which creates values for all the points on a high-resolution, three-dimen-
sional global grid. This isn ’ t as crazy as it sounds. Put very simply, the 
analysis model starts with the previous weather forecast, then corrects that 
forecast with current observations, producing values for every gridpoint. 
At the same time, the analysis model checks the observations for errors 
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and inconsistencies, rejecting some observations and modifying others. 
Thus the raw readings from the observing system constrain,  but never fully 
determine,  the data that serve as forecast inputs. In empirical tests, these 
synthetic data sets produce far better weather forecasts than could be 
achieved using observations alone.  32    

 This strange situation raised hopes among climatologists for a technique 
known as  “ reanalysis. ”  Analyzed weather data aren ’ t of much use to cli-
matologists because forecasters frequently revise their analysis models (as 
often as every six months in some cases). Each change in the analysis 
model renders the data it produces incommensurable with those produced 
by the previous model. Reanalysis eliminates this problem by using a single 
 “ frozen ”  model to analyze historical observational data over some long 
period (40 – 50 years or even more). Because analysis models are built to 
combine readings from all available observing systems, reanalysis also 
overcomes the otherwise thorny problem of comparing instruments such 
as radiosondes and satellite radiometers. The result is a physically self-
consistent global data set for the entire reanalysis period. Potentially, this 
synthetic data set would be more accurate than any individual observing 
system.  33   

 Reanalysis would deal in one fell swoop with many of the data incon-
sistencies caused by infrastructural change. Yet climatologists currently 
regard reanalysis data sets as problematic for climate trend studies. Biases 
in the analysis models — too small to matter in forecasting — accumulate to 
produce signifi cant errors when applied over the long periods needed to 
track climatic change. Nonetheless, some scientists hope that reanalysis 
will eventually generate defi nitive data sets, useable for climate trend 
analysis, that will be better than raw observational records. For the moment, 
however, they are stuck with infrastructural inversion — that is, with 
probing every detail of every record, linking changes in the data record 
to social and technical changes in the infrastructure that created it, and 
revising past data to bring them into line with present standards and 
systems. 

 Inverting the weather and climate knowledge infrastructures and tracing 
their history reveal profound relationships, interdependencies, and con-
fl icts among their scientifi c, technological, social, and political elements. 
Over time, as knowledge production becomes infrastructural, these rela-
tionships become increasingly invisible, even as they continue to evolve. 
The difference between controversial claims and settled knowledge often 
lies in the degree to which the production process is submerged. Thus,  an 
established fact is one supported by an infrastructure.  In the rest of this book, 
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I explore the meaning and implications of this claim for knowledge about 
weather, climate, and global warming. 

 Meteorology as Infrastructural Globalism 

 Clearly what I am talking about belongs with the larger phenomenon of 
globalization, a subject that has consumed scholarship, historiography, 
and political discourse in recent years. Is globalization old or new, a long 
slow trend or a sharp discontinuity? What are its causes and its conse-
quences? Was the Age of Empire more  “ global ”  than the present? Does 
globalization really link the whole world, or does it disconnect and disen-
franchise the poorest people and their nations? No one who has followed 
these debates can fail to notice the prominence of information and com-
munication technologies in virtually all accounts. Marshall McLuhan long 
ago described the  “ global village, ”  the shrinkage of space and time through 
printing, literacy, and mass media.  34   More recently, Manuel Castells defi ned 
the global economy as one  “ whose core components have the institu-
tional, organizational, and technological capacity to work  as a unit in real 
time, or chosen time, on a planetary scale  ”  through information and com-
munication infrastructures.  35   Every chapter in a recent survey of the litera-
tures on political, economic, and cultural globalization systematically 
addressed the role of communication infrastructures.  36   Similar examples 
could be multiplied ad infi nitum. 

 In an important variation on this theme, Martin Hewson proposed a 
notion of  “ informational globalism. ”  The concept refers simultaneously to 
systems and institutions for transmitting information around the world, 
and to systems and institutions for creating information about the world 
as a whole.  37   Hewson sees informational globalism as developing in three 
phases. First, during the nineteenth century, national information infra-
structures such as telegraph systems, postal services, and journalism were 
linked into interregional and intercontinental (if not fully global) net-
works. Between 1914 and 1960 (Hewson ’ s second phase), the pace of 
infrastructural linking diminished, and some delinking occurred. Yet 
simultaneously, world organizations such as the League of Nations and the 
International Monetary Fund  “ established the legitimacy of producing 
globalist information ”  — that is, information about the whole world — in 
such areas as health, armaments, and public fi nance (although they did 
not yet achieve that goal). Hewson ’ s third phase brought generalized 
attainment of the two previous eras ’  aspirations, beginning with worldwide 
civil communication networks (from the 1967 inauguration of the Intelsat 
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system) and global environmental monitoring (from the UN Conference 
on the Human Environment, 1972). Hewson sees global governance 
institutions such as the United Nations and the International Telecom-
munications Union, rather than an autonomous technological juggernaut, 
as chiefl y responsible for the rise of informational globalism. 

 The story this book tells confi rms the pattern Hewson discerned, but it 
also has special characteristics. The weather data network, along with its 
cousins in the other geophysical sciences, especially seismology and ocean-
ography, is arguably the oldest of all systems for producing globalist infor-
mation in Hewson ’ s sense. When Ruskin wrote, in 1839, that meteorology 
 “ desires to have at its command, at stated periods, perfect systems of 
methodical and simultaneous observations . . . to know, at any given 
instant, the state of the atmosphere on every point on its surface, ”  he was 
only giving voice to his contemporaries ’  grandest vision. By 1853 the 
Brussels Convention on naval meteorology had created a international 
standard meteorological logbook for ships at sea; these logs now constitute 
the oldest continuous quasi-global meteorological record. The International 
Meteorological Organization, despite its endemic weakness, represents an 
early international governance institution, while the R é seau Mondial and 
its successors refl ected the ambition to build a global weather information 
infrastructure. 

 By 1950 the informational-globalist imperative was already far stronger 
in meteorology than in many other putatively  “ global ”  systems that 
emerged around the same time. Though rudimentary, a planetary monitor-
ing network had been functioning for decades, and had gained speed and 
scope in the 1920s with the arrival of shortwave radio, which untethered 
the data network from telegraph cables. Computerized weather forecast 
models, operational in 1955, covered continental and (soon) hemispheric 
scales, displaying an insatiable thirst for data from every corner of the 
world. By the early 1960s, satellites brought the once unthinkable realiza-
tion of the God ’ s-eye view: the ability to observe the entire planet with a 
single instrument. Unifying the existing global observing system, improv-
ing the communication network, and preparing meteorology for satellite 
data became the World Meteorological Organization ’ s fundamental goals 
in its World Weather Watch program. Simultaneously, as a global gover-
nance institution operating within the UN system, the WMO actualized a 
new commitment by governments throughout the world to link their 
weather services through shared investment in a worldwide weather 
network. Intergovernmental status meant national government involve-
ment, bringing the political dimensions of weather science into the open. 
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 I contend that the history of meteorology from the 1850s to the present 
illustrates a profoundly important, albeit messy and incomplete transition: 
from voluntarist internationalism, based on an often temporary confl u-
ence of shared  interests , to quasi-obligatory globalism based on more per-
manent shared  infrastructure . Therefore, I will speak not only of informational 
globalism but also of  infrastructural globalism : projects for permanent, 
unifi ed, world-scale institutional-technological complexes that generate 
globalist information not merely by accident, as a byproduct of other goals, 
but by design.  38   Enduring, reliable global infrastructures build scientifi c, 
social, and political legitimacy for the globalist information they produce. 
Meteorology as infrastructural globalism sought to establish permanent 
sociotechnical systems for monitoring the weather, modeling its processes, 
and preserving planetary data as scientifi c memory.  39   

 Infrastructural globalism is about creating sociotechnical systems that 
produce knowledge about the whole world. It may be driven by beliefs 
about what such knowledge can offer to science or to society, but it is not 
principally an ideology. Instead it is a  project : a structured, goal-directed, 
long-term practice to build a world-spanning network, always including a 
worldwide epistemic community as well as a technical base.  40   If such a 
project succeeds, it creates an infrastructure that endures far beyond indi-
vidual careers, social movements, or political trends. This endurance itself 
legitimizes the knowledge it produces, and becomes self-perpetuating. 

 Such projects were never, of course, unique to meteorology. The other 
geophysical sciences (seismology, oceanography, etc.), the epidemiology 
of infectious diseases, fi nancial markets, and the American and Soviet intel-
ligence agencies of the Cold War era exemplify other disciplines and 
organizations that built infrastructures for generating globalist informa-
tion. They too built monitoring and communication networks, created 
models of large-scale system behavior, and kept long-term records for the 
purpose of identifying global trends. Few, however, had either meteorol-
ogy ’ s need to engage the entire planet, or its great age. 
 
 





 2     Global Space, Universal Time  : Seeing the Planetary 

Atmosphere 

 Today we see world maps almost everywhere we go. Backdrops to the 
nightly news, they appear transparent, obvious, unmediated. We seem to 
grasp their God ’ s-eye view intuitively, without thought. GPS receivers in 
our phones and our cars pinpoint us precisely on the global grid. In all 
their incarnations, from Mercator projections to parlor globes to interac-
tive GPS, maps are information technologies of the fi rst order. They are 
 “ objects to think with, ”  in Sherry Turkle ’ s felicitous phrase.  1   

 Behind the seeming immediacy of global maps and images lie vast 
bodies of complex and expensive collective and collaborative work and 
social learning accomplished over many centuries. This labor and this 
learning included not only invention, exploration, and surveying but 
also the slow spread, through practical use and formal education, of 
the graphical conventions, iconography, and social meaning of global 
maps. Projections of Earth ’ s spherical surface onto a rectangular 
page, systems of latitude and longitude, the North Pole as the world ’ s 
 “ top, ”  ways of depicting geographical features — these conventions 
and many more evolved and spread along with Western empires. 
While learning to  “ see ”  the whole world with maps, people also imagined 
traveling its farthest reaches, fl ying high above its surface, or peering 
down on it from space long before they could actually do so.  2   World 
maps undergird our ability to conceive global space. They are an 
infrastructural technology, a principal material support for  “ thinking 
globally. ”  

 Like other cartographic concepts, the idea of mapping weather data took 
centuries to develop. Graphical conventions for showing weather relation-
ships in space emerged many decades after the fi rst international weather 
data networks. Drawings illustrating the global circulation — the prevailing 
structure of atmospheric motion — appeared rather suddenly in the middle 
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of the nineteenth century. From then on, graphical representations of 
weather, climate, and global circulation became core technologies of the 
emerging climate knowledge infrastructure. 

 Universal time is basic to the texture of modern life. Seconds before 
your morning alarm goes off, you awaken to an inner clock nearly as 
accurate as the one beside your bed: you have internalized the infrastruc-
ture. Your world runs on time, in both senses. Like the latitude-longitude 
grid, today ’ s universal time is a widely shared convention that exists in 
and through technology (watches, clocks), political decisions (adopting a 
national standard time, the Greenwich prime meridian), commercial inter-
ests (railroads, airlines), and social practices (the different meanings of  “ on 
time ”  in Switzerland, Brazil, and South Africa). We constantly re-create and 
reaffi rm the infrastructure of universal time simply by using it, whenever 
somebody, somewhere, checks her watch to keep an appointment or catch 
a train. 

 Yet for most of human history, the only time that really mattered was 
the one marked by the sun. In medieval Europe, one daytime  “ hour ”  
equaled one-twelfth of the time between sunup and sunset: accordion-like, 
hours shrank in the winter and expanded in the summer.  3   Mechanical 
clocks fi xed the length of the hour, but  “ noon ”  still meant the moment 
when the sun crossed the zenith wherever you were. The present system 
of universal time, where  “ noon ”  is kept by the clock within a broad zone 
running (mostly) along lines of longitude from pole to pole, was not even 
conceived until the late nineteenth century. It did not become a worldwide 
infrastructure until the second half of the twentieth. The momentous 
change from a plethora of local times to a single universal time began when 
one emerging infrastructure, the telegraph, made it possible to synchronize 
clocks across large distances, while another, the railroad, made that syn-
chronization necessary. 

 Similarly, modern meteorology arose when new infrastructures, includ-
ing a potent combination of widely shared mapping conventions, tele-
graphic data transmission, and new time standards, made it possible to 
create data images of the atmosphere in motion — permitting wide-area 
forecasting for the fi rst time. Because this capability resonated with national 
military and commercial interests, it led quickly to the formation of 
national weather services and telegraph-based international data networks. 
This chapter examines the origins of these elements of the weather and 
climate knowledge infrastructure. 
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 Global Space 

 Eratosthenes (third century BCE), Ptolemy (second century CE), and other 
ancient astronomer-geographers deduced Earth ’ s spherical shape and 
accurately estimated its circumference. They also devised latitude-and-
longitude systems and mapped the lands they were aware of according to 
those coordinates. Ptolemy ’ s famous map of his known world covered 
about 80 degrees of latitude, from the equator to the Arctic, and 180 
degrees of longitude, from China to the Canary Islands.  4   

 The ancients tied their ideas of climate directly to their conceptions of 
global space. The English word  ‘ climate ’  derives from the Greek word  klima , 
which is also the root of  ‘ inclination ’ .  Klima  means  “ sloping surface of 
the earth, ”  linking climate to latitude, which governs the inclination of 
the sun ’ s rays. Ptolemy based his system of fi fteen climatic zones on the 
lengths of their longest day — a quantity that also served him to express 
latitude, taking the place of degrees.  5   Then, and in succeeding centuries, 
many natural histories began with descriptions of local and regional cli-
mates. Even today, common language terms such as  ‘ tropical ’ ,  ‘ desert ’ , and 
 ‘ temperate ’  refer interchangeably to geographic regions and their typical 
weather patterns. Often these are directly associated with latitude (e.g., 
 “ the tropics ” ). 

 In 1686, the British astronomer Edmond Halley published one of the 
fi rst theories to go beyond the Ptolemaic view of climate as a simple func-
tion of latitude. Halley sought to understand the physics of the trade 
winds, which blow from the northeast in the northern hemisphere and 
from the southeast in the southern. He proposed a planetary-scale, three-
dimensional explanation.  “ Having had the opportunity of conversing with 
Navigators acquainted with all parts of India, and having lived a consider-
able time between the Tropicks, and there made [his] own remarks, ”  Halley 
theorized that solar heating caused air to rise near the equator.  6   This  “ rarei-
fi ed ”  air caused denser air from higher latitudes to  “ rush in, ”  creating the 
trade winds. 

 Halley had identifi ed a fundamental mechanism of weather: the move-
ment of heat from the equator toward the poles. Scientists today still use 
Halley ’ s term  ‘ circulation ’  to describe global patterns of air movement, and 
still use his notion that the atmosphere must  “ preserve the  Æ quilibrium. ”  
Standard texts cite Halley as the originator of these ideas, but Halley ’ s own 
discussion makes clear that even earlier work by the geographer Bernhard 
Varen and by  “ several ”  unnamed others sparked his thinking.  7   Halley 
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included a map of the trade winds — reputedly the fi rst meteorological chart 
ever published — to bolster his explanation (  fi gure 2.1 ).   

 Half a century later, when George Hadley modifi ed Halley ’ s explanation 
to take account of the Coriolis effect, he employed no maps or diagrams 
of any kind.  8   The absence of graphical elements typifi ed seventeenth-
century and eighteenth-century meteorology. Even simple graphs — among 
today ’ s most ubiquitous tools of data analysis — saw little use before about 
1890. Instead, early weather scientists typically published their observa-
tions in long tables, which often combined quantitative with qualitative 
information.  9   Poring over such tables, early meteorologists hoped to dis-
cover regularities in weather phenomena. They were sorely disappointed. 
As Frederik Nebeker put it,  “ the tabulation of data was forceful in  diminish-
ing  belief in virtually all simple correlations involving meteorological phe-
nomena ”  (emphasis added). 

 The nineteenth century witnessed a virtual explosion of scientifi c car-
tography, including the fi rst systematic use of mapping as a tool of data 
analysis (what we would now call  “ scientifi c visualization ” ). In the early 
1800s the German scientist Alexander von Humboldt traveled much of the 
world, over land and sea, measuring, recording, and classifying nearly 
everything he saw. Humboldt ’ s famous 1817 chart of the northern hemi-
sphere deployed a new graphical technique:  “ isotherms, ”  smooth lines 
demarcating zones of similar average temperature (  fi gure 2.2 ). This chart 
showed average temperatures curving away from latitude lines, thus 
defying the ancient theory of  klimata  and posing a climatological problem.  10   

 Figure 2.1 
 Halley ’ s 1686 map of the trade winds in the Atlantic and Indian Oceans. 

  Source : E. Halley,  “ An Historical Account of the Trade Winds, and Monsoons, 

Observable in the Seas Between and Near the Tropicks, With an Attempt to Assign 

the Phisical Cause of the Said Winds, ”   Philosophical Transactions of the Royal Society 

of London  16, no. 183 (1686), opposite 151. 
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Almost simultaneously (between 1816 and 1819), independent of 
Humboldt, another German physicist, Heinrich Wilhelm Brandes, pro-
duced what were probably the fi rst weather maps. Brandes ’ s original maps 
are lost, but evidence suggests that they employed  “ isobars, ”  lines indicat-
ing regions of similar barometric pressure.  11     

 The meteorologist Heinrich Wilhelm Dove, a close colleague of 
Humboldt ’ s, soon adopted his method and used it, in part, to discover the 
relationship of atmospheric pressure to wind direction during the passage 
of storms.  12   In 1852 Dove published isothermal charts for the entire Earth 
(  fi gure 2.3 ).   

 The isoline — the general term for this technique of mapping relation-
ships among data points — was a crucial innovation in weather and climate 
data analysis. Its importance can hardly be exaggerated. Isolines were the 
fi rst practical technique for visualizing weather patterns  from data  over 
large areas: pictures worth a thousand numbers. Little changed since the 
days of Humboldt, Brandes, and Dove, isolines remain a basic convention 
of weather and climate maps today. 

 The data tables created by seventeenth- and eighteenth-century scien-
tists recorded information from points — that is, individual places. By 
contrast, isotherms, isobars, and similar cartographical tools displayed 

 Figure 2.2 
 Humboldt ’ s  “ chart of isothermic lines, ”  covering the northern hemisphere from 

approximately 100 ° W (the Mississippi river) to 100 ° E (Thailand). 

  Source : A. von Humboldt,  “ Sur Les Lignes Isothermes, ”   Annales de Chimie et de 

Physique  5 (1817): 102 – 12. 
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spatial continuities or regions. At the same time, however, isolines brought 
awareness of the stark limitations of available data. One drew a smooth 
line connecting measurements — but what was actually going on between 
the points, often hundreds of kilometers apart? To bring the tool closer to 
the reality it represented, meteorologists knew, they were going to need 
more data. 

 In the seventeenth and eighteenth centuries, meteorological observing 
networks arose sporadically across Europe, America, and Russia, including 
northern Asia. (See   box 2.1 .) Until the middle of the nineteenth century, 
however, none of these networks endured for more than about 20 years. 
Before the telegraph, these networks communicated via postal mail, taking 
weeks or months to assemble a data set. Such data had no economic or 
military value, since they could not be used in forecasting. With every 
reason to exchange information and none to keep it secret, early meteo-
rologists shared weather data freely. Data sharing became a deeply 
entrenched norm, which Nebeker named the  “ communality of data. ”   13   

 Figure 2.3 
 Dove ’ s map showing isotherms for July through December at three latitudes. Lines 

above 40 ° N are isotherms for 4 ° C (one line for each monthly average). Lines around 

20 ° N and 20 ° S are isotherms for 20 ° C. 

  Source : H. W. Dove,  The Distribution of Heat Over the Surface of the Globe  (Taylor and 

Francis, 1853), opposite 27. 
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   Box 2.1 
 Pre-Nineteenth-Century Meteorological Data Networks 

 The Accademia del Cimento 

 From 1654 to 1667, under the patronage of Ferdinand II, Grand Duke of 

Tuscany, the Accademia del Cimento organized a pan-European weather 

network using comparable (and in some cases even redundant) instrumenta-

tion. The ten stations in this network extended across Italy from its base in 

Florence, as well as northward to Paris, Warsaw, Innsbruck, and Osnabr ü ck 

in what is now northern Germany. 

 James Jurin ’ s Network 

 Jurin invited European observers to submit weather records for publication, 

based on his recommended observing scheme.  a   He collected data submitted 

for the period 1724 – 1735, publishing them in the British Royal Society ’ s 

 Philosophical Transactions  between 1732 and 1742. These data included some 

from the American colonies.  b   

 The Great Northern Expedition 

 Scientists participating in the 1733 Great Northern Expedition, which 

explored northern Russia seeking sea trade routes, established a network of 

meteorological stations as far east as Yakutsk at 130 ° E.  c   

 The Palatine Meteorological Society 

 From 1780 to 1795 the Societas Meteorologica Palatina, based in Mannheim, 

organized a network of 37 weather stations scattered across Europe and the 

United States. Thirty-one of these stations carried out synchronous 

observations. 

 a.   J. Jurin,  “ Invitatio Ad Observationes Meteorologicas Communi Consilio 

Instituendas, ”   Philosophical Transactions of the Royal Society of London  32, no. 379, 

1723: 422 – 27. 

 b.   A. K. Khrgian,  Meteorology: A Historical Survey  (Israel Program for Scientifi c 

Translations, 1970), 71 – 73. 

 c.   D. C. Cassidy,  “ Meteorology in Mannheim: The Palatine Meteorological Society, 

1780 – 1795, ”   Sudhoffs Archiv  69, 1985: 8 – 25.   
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This communality of data helped make meteorology among the most open 
and cosmopolitan of sciences.   

 The communality of data set meteorology and climatology apart from 
the laboratory or  “ bench ”  sciences. Laboratory experiments produce data. 
Usually, numerous failures and false starts precede a  “ successful ”  experi-
ment (one whose data confi rm a hypothesis). Data from  “ failed ”  experi-
ments are mostly discarded, and no one outside the laboratory ever sees 
them. During this process, the laboratory functions as a private space; no 
one need know how many mistakes you made along the way. Only data 
that can be explained by theory get published, and even these usually 
appear only in highly processed form.  14   This special power not only to 
isolate and concentrate natural forces but also to multiply mistakes and 
conceal its own internal processes has made the laboratory one of moder-
nity ’ s most potent inventions.  15   In meteorology and in other fi eld sciences, 
by contrast, data can ’ t be generated in some closed, private room. Instead, 
meteorology has to spread itself through large-scale geographical space, 
distributing its network of people, instruments, and knowledge widely. 
Few sciences have had such fundamental reasons to make themselves 
 “ omnipresent over the globe, ”  as Ruskin put it in 1839. 

  “ Data Guys ” : The Network Structure of Meteorology 

 A network such as that of meteorology is known to historians of technol-
ogy as an  “ accumulative ”  infrastructure or infrasystem.  16   Its goal is to 
accumulate many observations at some central point (or points), where 
they can be analyzed, charted, and then distributed. In meteorology, in 
contrast with the laboratory sciences, one can gain professional recogni-
tion simply for accumulating a substantial data set. Even in present-day 
weather science, in which theory and modeling have taken pride of place 
and gigantic data sets circulate effortlessly across the Internet, the men and 
women responsible for collecting,  “ cleaning, ”  and archiving large data sets 
are held in high esteem, as I learned while interviewing scientists for this 
book. Climatologists call them  “ data guys. ”  

 Among the fi rst  “ data guys ”  to try to build a global data set was Matthew 
Maury, a US Navy offi cer. Maury made it his mission to collect and map 
ships ’  logs of winds and currents at sea. Beginning in 1848, he cranked out 
a prodigious series of publications — some 200 volumes.  17   They remained 
standard works well into the twentieth century. 

 In the beginning, Maury ’ s project suffered mightily from the lack of 
standard metrics and measuring practices in existing ships ’  logs. The metric 
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system, then gaining popularity among scientists, competed with other 
units of measure — especially the British imperial system adopted by (or 
forced upon) many countries around the world. Fahrenheit and Celsius 
temperature scales both remained in common use. Later, when he became 
director of the US Naval Observatory, Maury used the offi ce to promote 
 “ an universal system of meteorological observations by sea and land, ”  to 
which every government in the world would (he hoped) contribute.  18   He 
organized the fi rst intergovernmental conference on standardized observ-
ing systems, held at Brussels in 1853 and attended by representatives from 
nine European nations and the United States. 

 Participants in the Brussels conference settled on a standard logbook 
format and a standard set of instructions for taking observations. By 1858, 
nineteen countries had joined the Brussels convention. As a global stan-
dard, the agreement saw only partial success. It required, for example, that 
vessels using the Fahrenheit scale also record temperatures in Celsius; 
many captains simply ignored this and other inconvenient obligations.  19   
Nonetheless, the US Naval Observatory, the British Meteorological Offi ce, 
and the Netherlands Meteorological Institute each processed the collected 
naval data to produce important series of marine maps.  20   Guided by such 
maps, ships shaved 33 days off the average ocean transit from New York 
to San Francisco.  21   Though Maury became justly famous for his superhu-
man collecting effort, even more important in the long run was the data 
network he established. Naval logs remain the longest continuous quasi-
global data record. 

 Two decades later,  HMS Challenger ’ s  four-year scientifi c voyage renewed 
Maury ’ s vision of data-based global charts of prevailing winds, currents, 
and temperatures. Between 1872 and 1876 the  Challenger  sailed more than 
127,000 km, traversing most of the world ’ s oceans, with the explicit 
mission of comprehending  “ the terraqueous globe taken as one whole. ”  
Observers on the  Challenger  recorded weather data every two hours through-
out the entire mission. The scientifi c reports and charts they produced 
occupied some 50 volumes. This was the nineteenth-century equivalent of 
a weather satellite: an attempt to observe the entire planet from a single 
platform using well-calibrated instruments and consistent techniques. 

 Another  “ data guy, ”  a meteorologist named Alexander Buchan, took up 
the task of analyzing the  Challenger  data. Any serious discussion of the 
oceanic circulation, Buchan wrote, would require  “ maps showing for the 
various months of the year the mean temperature, mean pressure, and 
prevailing winds of the globe, with carefully prepared and extensive tables 
of the observational data required for the graphic representation of the 
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results. ”   Challenger  data could contribute to that project, but the majority 
of data would have to come from weather stations. Yet, as Buchan lamented, 
 “ the only works [previously] available were Dove ’ s isothermals, 1852; 
Buchan ’ s isobars and prevailing winds, 1869; and Coffi n and Wojekof ’ s 
winds of the globe, 1875 —  all of which were based necessarily, when written, 
on defective data . ”   22   Buchan was already inverting the data infrastructure, 
reviewing and revising existing knowledge. 

 In a story endlessly repeated in subsequent decades, Buchan ’ s effort 
proved a monumental project. It took him and his assistants seven years 
to complete their  Report on Atmospheric Circulation.  He tabulated tempera-
ture data from 1620 surface stations covering the period 1870 – 1884.  23   The 
52 beautiful color maps illustrated global and hemispheric average tem-
peratures, pressures, and winds (  fi gure 2.4 ).   

 In subsequent decades the project of collecting, fi ltering, and mapping 
global climate data would be repeated over and over. Each new collector 

 Figure 2.4 
 Global isothermal lines of mean annual temperatures ( ° F), constructed from HMS 

 Challenger  data plus annual averages at 1620 surface stations in 1870 – 1884 (many 

series incomplete). 

  Source : A. Buchan,  Report on Atmospheric Circulation Based on the Observations Made 

on Board HMS  Challenger  During the Years 1873 – 1876, and Other Meteorological 

Observations  (HMSO, 1889). 
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would invert the infrastructure anew, adding some data and rejecting 
others. Often collectors would frame some new way to refi ne the data, 
correct for systematic errors, or create a set more evenly distributed in 
global space. 

 These early maps and charts were strictly climatological. They were 
attempts to chart average conditions over years or decades — whatever the 
available data would support. Meteorologists also began to visualize — for 
the fi rst time — the vertical motions of the planetary atmosphere as well as 
its horizontal ones. For example, Maury combined the theoretical work of 
Halley, Hadley, and others with his own knowledge of surface winds to 
create the diagram in   fi gure 2.5 .  24   Both the tropical Hadley cells and the 

 Figure 2.5 
 Maury ’ s two-cell diagram of the global circulation. 

  Source : M. F. Maury,  The Physical Geography of the Sea  (Harper, 1855), 70. 
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high-latitude circulatory cells proposed by Dove are readily visible.  25   The 
diagram relates the vertical circulation to the prevailing winds, and also to 
the calmer areas between the circulatory cells.   

 William Ferrel soon modifi ed Maury ’ s two-cell diagram, proposing a 
third cell to account for prevailing winds near the poles.  26   Meteorology ’ s 
picture of the atmospheric circulation has changed little since then, as one 
can see by comparing Ferrel ’ s diagram (  fi gure 2.6 ) with the recent repre-
sentation shown here in   fi gure 2.7 . These images captured the prevailing 
understanding of large-scale atmospheric motion, explaining the prevail-
ing winds, the horse latitudes (or  “ calms of Cancer and Capricorn ” ), and 
some other fundamental phenomena. Unlike the climatological maps dis-

 Figure 2.6 
 Ferrel ’ s three-cell global circulation diagram.  

  Source : W. Ferrel,  “ An Essay on the Winds and Currents of the Ocean, ”   Nashville 

Journal of Medicine and Surgery  11, no. 4 – 5 (1856), 290. 
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cussed above, however, these were pictures of  theory . Meteorologists had 
no way to test these theories, since all their measurements were taken at 
the surface. Although the physics were compelling, the existence of these 
vertical structures could only be inferred. Confi rming their presence and 
charting their details would have to wait for the radiosonde, the airplane, 
and the satellite.     

 Thus, by the middle of the nineteenth century meteorology had created 
two crucially important ways to visualize the global atmosphere. The two-
dimensional  data image , as I will call it, sketched continuities in space by 
mapping averages of instrument readings from weather stations on land 
and from ships at sea. Meanwhile, the much cruder  theory image  pictured 
a three-dimensional, constantly moving circulation driven by solar heat; 
it was literally imagined rather than measured. The seemingly simple con-
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ventions of the climate data image, in particular, are technical achieve-
ments of the fi rst order — fundamental elements of the emerging climate 
knowledge infrastructure. 

 Through these images, meteorology participated in the larger scientifi c 
project of envisioning  “ the world ”  as a whole — a single, dynamic, coherent 
physical system, knowable as a unit even though far beyond the scale of 
individual perception. In pursuit of this project, meteorology sought to 
occupy global space, distributing people, instruments, and knowledge to 
every corner of the Earth and its seas. Many other sciences also traveled 
widely in the Age of Empire, but few had such strong reasons to make 
themselves  “ omnipresent over the globe, ”  as Ruskin put it in 1839 — or, in 
more current terminology,  “ distributed ”  and  “ networked. ”  

 Universal Time 

 We think of the present as an era of extremely rapid, even overwhelming, 
technological change. A perpetual, inexorable acceleration seems to rule 
our lives.  27   Yet when it comes to overwhelming technological transforma-
tions, people living between 1840 and 1890 probably had a wilder ride. 
Within their lifetimes, railroads and steamships multiplied transport speeds 
many times over. Petroleum, natural gas, and electricity offered new, 
potent, fl exible sources of energy. Electric light extended the working day. 
By comparison, almost everything that has happened since looks merely 
incremental.  28   

 The most mind-bending new technology of all was the telegraph. 
Instantaneous communication over very long distances broke the ancient 
link between the speed of information and the speed of bodies moving 
through space. Invented simultaneously during the 1830s in Europe and 
the United States, the electric telegraph quickly came into worldwide use 
not long after Samuel Morse demonstrated a practical long-distance tech-
nique in 1844. The annihilation of distance and the rise of global virtual 
community, trumpeted today as consequences of television and the 
Internet, were felt even more vividly by those who experienced, for the 
fi rst time ever, the arrival of news from across the oceans on the same day 
events occurred.  29   

 At the dawn of electric telegraphy, scientifi c meteorology remained 
chiefl y a pastime for gentlemen, academics, and amateur scientists. 
Forecasting was one goal, but not yet the main focus. Available forecasting 
techniques offered very limited accuracy and scope. Barometers gave 
generic clues to imminent local weather shifts, but beyond a day or so their 
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skill was little better than chance. Rather than predict the future, then, 
most meteorologists studied the past, simply recording temperature, pres-
sure, rainfall, wind direction, wind speed, and so on. 

 The telegraph, meteorologists immediately realized, would change all 
that. Now they could begin to realize Ruskin ’ s dream of  “ perfect systems 
of methodical and simultaneous observations. ”  Exchanging data across 
far-fl ung observing networks almost in real time, they could map the 
weather over very large areas. The resulting  “ synoptic ”  maps of simultane-
ous observations functioned like snapshots.  30   The maps charted pressure, 
temperature, and other weather conditions at each observing station. 
Wind direction and speed told which way the weather was moving, and 
how fast. All this provided a basis for at least a rational guess at what would 
happen next, and where.  “ Weather telegraphy, ”  as it was known, proved 
considerably more effective than the barometer alone. 

 At the dawn of the telegraph era, meteorology was not yet professional-
ized. Except for a few university professors, mostly in Europe, there were 
no full-time meteorologists. Meteorology had little money, organization, 
or political power. So when the telegraph appeared on the scene, meteo-
rologists never contemplated a dedicated weather telegraphy system. 
Instead, they planned to piggyback on the networks built by railroads, 
armies, and public or private telegraph companies. 

 Only governments and military forces, with their geographic reach, 
fi nancial resources, and interests in practical weather prediction, could 
provide the necessary stability, scale, and funding for serious weather 
telegraphy. These networks exemplifi ed an emerging social contract 
between science and the state. The United States ’  network was established 
in 1849 by Joseph Henry as one of the new Smithsonian Institution ’ s fi rst 
projects. Henry secured the agreement of commercial telegraph companies 
to transmit weather data free of charge. Ten years later, the Smithsonian 
Institution ’ s weather telegraph network comprised about 500 observing 
stations.  31   

 Europeans developed weather telegraphy around the same time, in 
similar ways. In 1854, during the Crimean War, a disastrous storm destroyed 
a French fl eet near Balaklava on the Black Sea. Since observers had seen 
the same storm moving across the Mediterranean the previous day, it was 
clear that advance warning (by telegraph) might have prevented the 
debacle. In response, the French astronomer-meteorologist Urbain Jean-
Joseph le Verrier proposed to Napoleon III that France sponsor an interna-
tional weather telegraphy network. A few months later, in mid 1855, the 
network began operating in France. By 1857, Paris was receiving daily 
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telegraph reports from Russia, Austria, Italy, Belgium, Switzerland, Spain, 
and Portugal. Not to be outdone, Japan developed a weather telegraphy 
network in the 1870s.  32   

 In 1870, the US Congress established a Division of Telegrams and 
Reports for the Benefi t of Commerce (also known as the Signal Service) 
within the War Department. It subsumed the Smithsonian ’ s weather teleg-
raphy network, marking the increasing value of weather forecasts for both 
military and commercial interests. The military network soon spanned the 
continent, comprising around 200 stations by the 1880s. As early as the 
1880s, the Signal Service employed facsimile transmission techniques, such 
as  “ autographic telegraphy ”  and a crude facsimile cipher system, to trans-
mit weather maps directly over telegraph lines (  fi gure 2.8 ). In 1891, 
Congress placed the network on an entirely civilian basis, under the US 

 Figure 2.8 
 A US Signal Service weather map depicting a huge storm over the Great Lakes region 

of the United States in 1889. The map charts isobars (solid lines), isotherms (dashed 

lines), and wind direction.  

  Source : Signal Service, U.S. War Department,  “ Weather Map of United States. ”  Image 

courtesy of National Weather Service Historical Photo Collection. 
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Weather Bureau within the Department of Agriculture. The Signal Service 
soon distributed daily synoptic charts of the continental United States as 
well as individual station data. Early in the twentieth century, some city 
newspapers began publishing these charts on a daily basis. However, high 
costs and technical problems with reproduction gradually caused newspa-
per weather maps to die out in the United States. Publication ceased almost 
entirely during World War I.  33     

 By 1900, many countries possessing substantial telegraph networks also 
sponsored national weather services that conducted empirically based syn-
optic weather forecasting. Telegraph organizations throughout the world, 
both public and private, contributed to this project by transmitting weather 
data at no cost.  34   Forecasts based on weather telegraphy were not very 
accurate by today ’ s standards, but they were better than local barometers 
alone, especially for storm warnings. They served important public inter-
ests, especially in shipping and agriculture. With the stability of state 
fi nancial backing and the increased accuracy provided by weather telegra-
phy, meteorology began to professionalize, moving away from primarily 
amateur volunteer networks and toward a state-sponsored, technology-
based, institutionalized infrastructure. 

 Telegraphy also catalyzed another event of major importance for the 
future of meteorology: the general standardization of time. Before about 
1800, the norm was solar time, with noon meaning literally the middle of 
the day — i.e., the precise moment at which the sun crosses an observer ’ s 
zenith. Time thus varied with longitude. Furthermore, though highly accu-
rate pendulum clocks and chronometers did exist, most ordinary clocks 
and watches remained quite imprecise. For most purposes,  “ what time it 
is ”  was settled locally, marked by church bells and public clocks. The small 
differences in solar time between nearby locations caused few diffi culties. 
Moving at relatively low speeds, long-distance travelers on land had little 
need of universal time.  35   With the advent of railroads, however, transporta-
tion speeds reached a point where even small differences mattered not 
simply for passengers ’  convenience, but for network coordination and 
safety. In early single-track rail systems, a southbound train would wait on 
a siding for the northbound train to pass; when trains failed to meet their 
schedules, terrible accidents often occurred. For these reasons, most of 
Great Britain ’ s railways adopted Greenwich Mean Time for their operating 
schedules in 1847. Expanding telegraph networks made this possible by 
allowing near-instantaneous transmission of time signals by which con-
ductors and stationmasters throughout the network could set their time-
pieces. Indeed, railroad companies built many telegraph lines themselves, 
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their railbeds serving as ready-made long-distance rights-of-way. Railroad 
and telegraph rapidly became tightly coupled, taking on an interdependent 
web structure. Integrating transport and communication systems helped 
railroads to become the fi rst widely distributed, large-scale business 
organizations.  36   

 A different set of interests stemmed from the developing needs of 
science. Traditionally, astronomical observatories had performed a number 
of important practical functions in addition to scientifi c activities. These 
included recording the weather and signaling the precise moment of solar 
noon to their local communities by means of  “ time balls ”  (  fi gure 2.9 ) or 
guns. These signals worked well if you were somewhere nearby, but if your 
town had no observatory your watch was probably going to be wrong. In 

 Figure 2.9 
 A time ball atop the Charing Cross telegraph station in London, 1852. The time ball 

would be raised to the top of the mast, then dropped to mark the exact hour. Note 

the public clock in the square outside the station. 
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the 1850s, soon after telegraph networks began to spread, observatories 
teamed with telegraph companies throughout the United States to sell time 
signals much further afi eld. Clients for this service included railroads, 
jewelers (who sold watches), and municipalities. Observatories calibrated 
their highly accurate clocks to solar time at their locations, then used them 
to deliver regular signals marking the hour. Before long, some 100 entities 
in the United States sold time-signal services. A cacophony of different 
time standards emerged, including local solar time, local civil time, railroad 
standard time, and Washington mean time. For a while, local knowledge 
suffi ced to manage the various parallel systems; people simply added or 
subtracted minutes to accomplish the necessary conversions.   

 Meteorologists had long recognized the desirability of uniform observ-
ing times. Yet despite repeated calls for a consistent international system, 
each national weather service still established its own observing hours. 
Further, in these systems weather observers generally used local (solar) 
time. Before weather telegraphy, this didn ’ t matter much. But once it 
became practical to gather weather data from a large area in near real time, 
differences in observing times could affect forecast quality. Among the fi rst 
to recognize this was Cleveland Abbe. Formerly director of the Cincinnati 
Observatory (which sold time signals), Abbe became fi rst head of the new 
Signal Service ’ s weather department in 1870. Abbe often emphasized the 
need for  simultaneous  observation (same universal time), as opposed to the 
then common practice of  synchronous  observation.  37   When Abbe took over 
the Signal Service, standing instructions fi xed observing hours by local 
solar time. Abbe immediately instituted a new system. The Naval 
Observatory in Washington would now telegraph time signals to Signal 
Service observers across the United States, thus establishing a uniform 
continental time standard in meteorology. 

 Abbe initiated a general campaign for time reform beyond the Signal 
Service. He chaired the American Metrological Society ’ s committee on the 
subject.  38   Eventually he also chose, strategically, to advance his efforts 
through the powerful railroad companies (most of which had already 
implemented their own time standard), telegraph companies, and the 
American Association for the Advancement of Science. Abbe promoted 
standard, simultaneous observing times not only in the United States but 
internationally. One result was the Signal Service ’ s monthly  Bulletin of 
International Observations Taken Simultaneously , published for the entire 
northern hemisphere from 1875 to 1884.  39   Abbe later called this work 
 “ undoubtedly the fi nest piece of international cooperation that the world 
has ever seen. ”   40   In 1883 most of the United States adopted the present 
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system of standard time zones, with Greenwich as the prime meridian. In 
subsequent decades the rest of the world gradually embraced this time 
standard.  41   

 In any infrastructure, replacing an old standard with a new one requires 
overcoming the  “ inertia of the installed base. ”   42   And indeed, despite Abbe ’ s 
efforts, international meteorology proved very slow to accept standard 
time. Just a year before Abbe ’ s time-reform campaign began, the fi rst 
1873 International Meteorological Congress had agreed to fi x observing 
hours according to the mean solar day at each station.  43   So synchronous 
observation became the norm, and it remained the international standard 
in meteorology well into the twentieth century. The International 
Meteorological Organization ’ s 1910 Conference of Directors noted the 
potential value of global simultaneous observations, but merely recom-
mended using Greenwich Mean Time (GMT) on international balloon 
days, when simultaneous observations aloft were attempted. On all other 
days, according to this recommendation, observers should simply note 
which time system they used.  44   

 Not all scientists shared Abbe ’ s enthusiasm for simultaneous observa-
tion. In 1918, Sir Napier Shaw, director of the British Meteorological Offi ce, 
explained the scientifi c rationale for solar time in meteorology:  “ . . . the 
diurnal variations of weather are controlled by the sun, and for climato-
logical purposes the fundamental principle of meteorological work is to 
note the conditions day by day at the same interval before or after true 
[solar] noon. . . . ”   45   Daylight saving time, introduced during World War I 
as  “ summer time, ”  injected what many meteorologists viewed as another 
dangerous confusion. Charles Marvin, chief of the US Weather Bureau, 
wrote of the  “ grave doubts surrounding the chronology and history of 
events resulting from the arbitrary advancement and retardation of 
clocks involved in [this] scheme. . . . ”   46   Shaw agreed, noting that  “ in 
spite of very careful instructions a great deal of confusion arose with the 
observers . . . , and the continuity of many series of observations has been 
interrupted . . . There is now no possibility of placing beyond dispute the 
exact time of any event, except those dealt with by the telegraph, which 
occurred between May 21 and September 30, 1917. ”   47   Not until 1946 did 
the International Meteorological Organization offi cially designate standard 
observing hours using Greenwich Mean Time. 

 Global standard time bound continuous space to simultaneous time. It 
positioned people and communities relative to huge regions defi ned purely 
by their longitude. Its adoption required the infrastructures of instanta-
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neous communication and accurate clocks. Standard time also marked a 
deep conceptual shift in the fundamental meaning and experience of time. 
Where solar time was tied to one ’ s exact location, universal standard time 
created large, abstract zones within which time would be the same at all 
latitudes and all times of year. Time itself became a fundamentally globalist 
form of information, well suited to a meteorology already far along the 
road to globalism. 
 
 
 
 
 
 
 
 
 
 





 3     Standards and Networks  : International Meteorology and 

the R é seau Mondial 

 Universal time was only one among many standards sought and achieved 
by scientists, engineers, commercial enterprises, and governments during 
the latter half of the nineteenth century. Indeed, standardization itself 
should be seen as a major characteristic of this historical period. For one 
thing, the period witnessed the fi rst widespread manufacture of inter-
changeable parts, the most important innovation of the industrial age. Yet 
a great deal of standardization occurred in the realms of organization, 
technique, and practice, rather than in the realm of technology  per se . 
Industrial mass production depended not only on machine tools capable 
of the precision necessary to manufacture interchangeable parts but also 
on forms of work organization that divided production into simple steps, 
collected them under a single roof, and systematized assembly of fi nished 
products.  1   Standardized techniques for processing, presenting, and storing 
information (such as fi ling systems, paper forms, the Dewey decimal 
system), as well as genre conventions (such as the memorandum and the 
annual report), were also crucial to what the historical sociologist James 
Beniger termed the  “ control revolution. ”   2   

 As they consolidated, electric power grids, railroad networks, and tele-
phone systems created standards for line voltage, track gauge, connectors, 
duplexing, and hundreds of other technical issues. Forms, schedules, oper-
ator languages, legal agreements, and other non-technical standards were 
equally important. Standards enabled local networks to connect more 
readily with neighboring ones, leading quickly to national and interna-
tional networks and internetworks.  3   

 By the 1880s, many countries sought to formalize and control this 
process, creating national bureaus of standards. Yet burgeoning global 
trade and communication had already short-circuited strictly national 
efforts, and many de facto international standards entrenched themselves 
long before 1900. Science, with its internationalist traditions, helped 
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promote this transformation. For example, scientists from many disci-
plines began to adopt metric units, sometimes going against their own 
national traditions. This groundswell of de facto standardization helped 
create momentum for the 1875 Meter Convention. The Convention estab-
lished the International Bureau of Weights and Measures, whose principal 
purpose was to compare and verify national standards for meters, kilo-
grams, and other measures, including thermometers.  4   

 International bodies soon emerged to formalize standard-setting pro-
cesses. In an era that regarded national sovereignty as absolute, these were 
among the fi rst intergovernmental and international non-governmental 
organizations of any kind. In the colonial era, however,  “ international ”  
rarely meant  “ universal. ”  The competing standards of former colonial 
powers can still be seen today in the shape of infrastructure in their former 
colonies: electrical sockets, telephone plugs, right-hand-drive- vs. left-
hand-drive vehicles, and so on. At least until World War II, national and 
colonial standards dominated the politically weaker efforts at international 
standard setting, leading to an uneven patchwork whose legacy persists 
today. Economic, material, and social investment in particular infrastruc-
tural forms — including technical standards — created what Thomas P. 
Hughes termed  “ technological momentum, ”  a  “ velocity and direction ”  
that inhibited the convergence of national technological systems.  5   

 Electronic communication was among the fi rst infrastructures to see 
widespread standardization across borders. Telegraphy quickly led to the 
general adoption of International Morse Code, starting in 1851. By 1865, 
twenty countries had formed the International Telegraph Union to promote 
and develop technical standards for international telegraphy. This organi-
zation — among the fi rst intergovernmental bodies to operate on a world 
scale — evolved into the International Telecommunication Union. 

 The last quarter of the nineteenth century saw a fl owering of interna-
tional organizations aimed at improving trans-border communication, 
standard setting, and (in the case of science) data sharing. Examples include 
the International Geodetic Association (founded in 1864 and concerned 
with establishing the size and shape of the Earth), the Universal Postal 
Union (founded in 1874), and the International Bureau of Weights and 
Measures (founded in 1875). The emergence of international meteorologi-
cal observing systems must be seen against the background of this vast 
and powerful but incomplete and uneven convergence toward common 
languages, metrics, technological systems, and scientifi c understanding. 

 As meteorologists began to share information across national borders 
in real time, the long-established norm of communality of data took on 
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larger signifi cance. Like the telegraph whose wires they traveled, meteoro-
logical data gained in value as data networks grew. And wherever national 
borders stopped or delayed the fl ow of data (whether for technical or politi-
cal reasons), value was diminished. In the United States, with its great size 
and lack of neighbors to the east and west, this did not matter so much; 
the national weather network could function reasonably well on its own. 
But the much smaller nations of Europe (and elsewhere) stood to gain a 
great deal from cooperative data exchange using common standards. 

 It is always one thing to set a standard and quite another to imple  -
ment it. Inertia, resistance, ignorance, competing standards, lack of 
resources, legal barriers, and dozens of other problems must be overcome. 
Even if everyone wants the same standard and no one is standing in 
the way, it is usually diffi cult to avoid local variation — especially when 
standards require human beings to act in a uniform way across expanses 
of space and time. The  “ two steps forward, one step back ”  history of 
international standards in meteorology exemplifi es this slow and painful 
process. 

 The International Meteorological Organization 

 With so many standardization efforts already underway, standards were 
very much in the air in 1873, when the First International Meteorological 
Congress convened in Vienna. Indeed, parties to the congress saw the 
potential for better standards as the main reason to participate: the invita-
tion to a preparatory meeting noted that  “ if there is any branch of science 
in which it is especially advantageous to work according to a uniform 
system, then that branch is the study of the laws of the weather. ”   6   Thirty-
two representatives of twenty countries, most of them European, met for 
two weeks. Most delegates were scientists, but many were also the directors 
of national weather services and thus in some sense represented their 
governments. Whether the formal relationships they established should 
be scientifi c or governmental in nature would remain a controversial and 
diffi cult subject for the next 75 years. 

 Several delegates to the First International Meteorological Congress 
pleaded passionately for a genuinely global observing network. 
Christophorus Buys Ballot, director of the Royal Netherlands Meteoro-
logical Institute, proposed to fund weather stations placed on islands and 
other  “ distant points ”  lacking weather observations.  7   But in the 1870s the 
ambitions of meteorologists far exceeded their governments ’  willingness 
to pay for such stations, or for the expensive telegraph connections that 
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would have been necessary to integrate them into the data network. IMO 
delegates rejected Buys Ballot ’ s proposal. Even the idea of transatlantic 
weather telegraphy — by then certainly feasible, and perhaps even useful in 
forecasting North Atlantic weather — was dismissed as too expensive. 

 The bulk of the 1873 Congress ’  agenda focused on standards for inter-
national data networks:  “ calibration and checking of instruments, hours 
of observation, scales and units, and the mutual exchange of information 
by telegraph. ”   8   The proceedings exemplifi ed the tension between already 
established, politically powerful national systems and newer, politically 
weaker international norms. For example, although most scientists pre-
ferred the metric system, delegates from the United States and from Great 
Britain objected. Standard observing hours also proved contentious. The 
Congress failed to achieve a general consensus, and the traditional observ-
ing hours of established national systems continued in force for the next 
few decades. By the end of the 1873 meeting, delegates had outlined the 
work program of a seven-member Permanent Committee, charged with 
carrying out most of the practical work of international coordination 
between the infrequent meetings of the full International Meteorological 
Congress. Negotiation of standards — in metrics, instrumentation, observ-
ing times, telegraph codes, and many other areas — became the Permanent 
Committee ’ s primary concern. The committee worked on a private and 
occasional basis, chiefl y by correspondence. 

 In 1879, eighteen nations dispatched forty scientifi c delegates to Rome 
for the Second International Meteorological Congress, at which they rati-
fi ed many of the Permanent Committee ’ s proposals, including the formal 
establishment of an International Meteorological Organization.  9   Among 
the IMO ’ s fi rst acts was to lend support to an Austrian proposal for an 
International Polar Year, during which scientists from many nations 
would conduct geophysical research and exploration in the Arctic. The 
International Polar Year (1882 – 83) laid groundwork for major interna-
tional collaborations that would continue in subsequent decades, espe-
cially the second International Polar Year (1932 – 33) and the International 
Geophysical Year (1957 – 58). These events were crucial in the extension of 
meteorological observing networks to encompass the whole globe. 

 The Second Congress also reconstituted the Permanent Committee, 
renaming it the International Meteorological Committee (IMC). Composed 
chiefl y of the directors of major national weather services, this tiny group 
and its somewhat larger successor bodies carried out most of the work of 
international coordination in meteorology until the founding of the World 
Meteorological Organization 68 years later. Until 1891, all IMC member 
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countries were European. After 1891, IMC membership grew to include 
Australia, Canada, India, Japan, and the United States. The only non-
Western nation included was Japan, and the only representative from the 
southern hemisphere was Australia. What we know today as the Third 
World or the global South was represented almost entirely through its 
colonial rulers.  

 From its beginning the IMO encouraged the spread of meteorological 
observing stations, with some success, helping to add stations in China, 
Korea, New Guinea, Brazil, Congo, South West Africa (now Namibia), and 
elsewhere. IMO technical commissions on particular subject areas, such as 
weather telegraphy and storm warnings, also played important roles in 
building international standards. By facilitating data exchange across 
language barriers, the IMO ’ s work on an international telegraphic code for 
weather observations proved especially signifi cant. Yet despite some 
notable successes, such as the International Polar Year, the IMO remained 
little more than a skeleton, a rough and weak framework for action that 
mostly took place at the national level. It had no policy-making powers, 
serving only as an advisory and consensus body. Between meetings, the 
IMO did little. It did not acquire a permanent secretariat until 1926, and 
even then the secretariat ’ s annual budget never exceeded $20,000. 

 Beginning in 1905, the International Meteorological Committee pub-
lished an International Meteorological Codex in several languages. The 
Codex summarized IMO resolutions issued from 1872 on, with the goal of 
making it easier for national weather services to implement IMO standards. 
Throughout the Codex, individual resolutions often express the desire that 
a particular standard be globally adopted while recognizing that this prob-
ably would not occur anytime soon. The introduction to the Codex conveys 
the plaintive tone of a nearly powerless body attempting to organize the 
task of observation as a matter of planetary volunteerism.  10   Still, regular 
references to the Codex appear throughout the subsequent meteorological 
literature, showing that its publication was not fruitless. 

 The period between the outbreak of war in 1914 and the establishment 
of the United Nations system after World War II was marked by strongly 
contradictory tendencies. The collapse of international data exchange 
during both world wars made the importance of those networks all the 
more obvious. Yet the vicissitudes of the interwar period prevented major 
change in the structure of international collaboration. War itself greatly 
advanced meteorology in many ways. World War I made meteorology 
central to military affairs, promoted the growth of dense observing 
networks and upper-air observation by aircraft, and led indirectly to a 
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conceptual revolution in weather forecasting. The gigantic air forces of 
World War II brought with them further expansion of data networks, new 
tools (especially radar and computers), and the training of thousands of 
new meteorologists. 

 The rise of international air travel fi gured in one major outcome of the 
1919 Paris Peace Conference that concluded World War I: the Convention 
relating to the Regulation of Aerial Navigation, which laid the legal basis 
for international air traffi c and effectively codifi ed the vertical extent of 
the nation-state. Under this convention, each nation retained sovereign 
rights over its own airspace. The issue of national airspace would later 
become a crucial object of Cold War maneuver and diplomacy regarding 
overfl ight by artifi cial satellites.  11   Among other things, the convention 
specifi ed guidelines for international meteorological data exchange, to be 
carried out several times daily by radiotelegraph. The Convention also 
established an intergovernmental International Commission for Air 
Navigation (ICAN), charged in part with implementing these meteorologi-
cal standards.  12   

 Thus, in the early twentieth century air travel ’ s effect on meteorology 
resembled that of shipping in the middle of the nineteenth century, when 
a vast increase in sea traffi c related to a major technological change (steam 
power) boosted the need for weather knowledge. But in the 1850s, when 
Maury pleaded for standard ships ’  logs, meteorological data could be used 
only long after they were collected, when ships returned from their voyages 
of weeks or months. By the 1920s, new communication technologies per-
mitted the incorporation of aircraft data into daily synoptic forecasting. 
Radio obviated fi xed cables, permitting cheaper, faster data exchange both 
within and among nations, while the new international codes facilitated 
the use of data from beyond national borders. New airports became observ-
ing stations, increasing the density of the network. Airlines employed 
numerous meteorologists. Research and military aircraft, and eventually 
commercial aircraft too, recorded observations at altitude. In the interwar 
era, most national weather services, both civil and military, benefi ted from 
these changes.  13   Under these circumstances, and in the relatively optimis-
tic diplomatic atmosphere that prevailed in the years immediately after 
World War I, formal intergovernmental cooperation in meteorology 
seemed within reach. 

 Yet until after World War II, such cooperation remained limited specifi -
cally to  aeronautical  meteorology, where it was driven by the nascent com-
mercial airlines. In 1919, the IMO established a Technical Commission for 
the Application of Meteorology to Aerial Navigation, a body that com-
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peted, in a sense, with ICAN. But governments offi cially recognized only 
ICAN, not the IMO ’ s technical commission. By 1935, this led the IMO to 
transform its technical commission into an International Commission for 
Aeronautical Meteorology (known by its French acronym, CIMA é ) with 
members appointed by governments. CIMA é  was the fi rst, and until after 
World War II the only, IMO entity to acquire offi cial intergovernmental 
status. In the event, most CIMA é  members also sat on ICAN, so it func-
tioned more as a liaison than as an independent organization.  14   

 The IMO ’ s failure to dominate the fi eld of aeronautical meteorology 
refl ected both its endemic institutional weakness and the relative infancy 
of professional meteorology. Despite the vast scientifi c, technological, and 
political changes sweeping around it, the IMO administrative structure 
constructed in 1889 remained largely unchanged until after World War II. 
As before, the Conference of Directors of national weather services 
did most of the detail work, now supplemented by IMO Technical Commis-
sions covering specifi c areas. A larger, broadly inclusive International 
Meteorological Committee met infrequently to discuss general policy and 
directions. Both of these bodies met as scientists and forecasters, rather 
than as government representatives. The IMO had no policy-making 
powers, serving only as an advisory and consensus body. Between meet-
ings, the organization itself did little. 

 In this era research meteorologists themselves remained divided over 
the desirability of government involvement. In this respect they partici-
pated in what Paul Forman identifi ed as a tension inherent in the very old 
ideology of  “ scientifi c internationalism, ”  defi ned as  “ propositions and 
rhetoric asserting the reality and necessity of supranational agreement on 
scientifi c doctrine, of transnational social intercourse among scientists, 
and of international collaboration in scientifi c work. ”  These essentially 
cooperative tenets confl ict with the simultaneous, often intense competi-
tiveness of scientists. Such competition is organized partly through  “ sci-
entifi c nationalism, ”  by which individual scientists ’  prowess confers glory 
on their home country. Scientifi c nationalism need not involve any direct 
relationship between scientists and governments. It exists, as Forman 
noted, because the most meaningful praise comes from  “ parties with a 
negative bias, ”  so that scientists regard honors bestowed by other countries 
as having great prestige.  15   The interwar period saw renewed eruption of 
this underlying tension, connected with the extreme nationalism that had 
reemerged, especially in Europe. 

 Meteorology may have suffered less from this than many sciences 
because of its inherent need for shared data.  16   Yet the tension was 
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nevertheless refl ected in the confl icting loyalties of the directors of national 
weather services. As in other organizations that followed the international-
ist model, the IMO ’ s constituents — national weather services — cooperated 
when it served their mutual interests but ignored IMO directives when 
their goals diverged. The weather agencies served national governments, 
on the one hand, but on the other they saw their primary identity as sci-
entifi c, and they regarded IMO meetings as apolitical spaces for scientifi c 
discussion. Intergovernmental status, they feared, might change this, 
turning them into representatives of their governments, reducing their 
independence and prerogatives, and perhaps subverting IMO proceedings 
by introducing political agendas. For this group, in other words, scientifi c 
internationalism served as a means to  bypass  the nation-state and to sepa-
rate science from politics. But another faction saw governmental commit-
ment as the only road to permanent, fully integrated international data 
exchange. As long as the IMO lacked offi cial status, its decisions could not 
bind government weather services. As a result, many standardization prob-
lems remained unresolved, or progressed only slowly toward solutions. For 
this group, the road to better science lay  through  political commitment. 

 By 1929, the desire for offi cial recognition prevailed. The IMC issued a 
letter to governments seeking intergovernmental status. Arriving on the 
eve of the Great Depression, the proposal was generally ignored by govern-
ments managing domestic crises. The IMC revisited this issue with renewed 
vigor at its 1935 meeting in Warsaw. This time, in an attempt to achieve 
government endorsement by stealth, the IMC decided to submit future 
invitations to meetings of the Conference of Directors directly to govern-
ments, asking them to designate their weather service directors as offi cial 
government representatives. Beyond this, the IMO, led by France and 
Norway, began drafting a World Meteorological Convention that would 
secure intergovernmental status. A preliminary draft of this convention 
was presented to the 1939 meeting of the IMC, held in Berlin. World War 
II intervened, preventing further consideration of intergovernmental status 
until 1945. 

 The R é seau Mondial 

 Data standards such as recording forms, temperature and pressure scales, 
observing hours, telegraph codes, and other minutiae had occupied the 
IMO from the beginning. Indeed, they were the primary motive for creat-
ing the organization in the fi rst place. But although IMO congresses 
debated many standards, implementation was anything but automatic, 
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even when members agreed. Many IMO standards took decades to gain 
general acceptance, especially at locations remote from the European and 
American centers of data collection and calculation. The plaintive tone of 
typical IMO resolutions refl ected the organization ’ s powerlessness to 
enforce change. For example: 

 The Conference is of opinion that the subject is of the highest importance, but that 

it presents great diffi culties, and that a general approach to the adoption of the most 

usual [observing] hours (viz., 7h., 2h., 9h.) is in the highest degree desirable. 

 The Congress declares it to be most desirable, if it be not possible to introduce 

uniform measures at present, to use henceforth only metric and English units (with 

Centigrade and Fahrenheit temperature scales). All action is to be supported which 

tends to the introduction of the uniform metric system.  17   

 This lack of standing sometimes made even minor disputes over best prac-
tices quite diffi cult to resolve. In 1919, the IMO ’ s Conference of Directors 
of Meteorological Services formally adopted the standards outlined in 
the International Meteorological Codex, but that was only a beginning. 
Many national weather services maintained their own, somewhat diver-
gent standards into the 1970s and even beyond. 

 The wide gap between the early IMO ’ s global ambitions and the 
 Realpolitik  of international cooperation before World War II may be seen 
in the fate of the rather grandly named R é seau Mondial (worldwide 
network) for global climatology. In 1905, the French meteorologist L é on 
Teisserenc de Bort began to advocate collecting daily data via telegraph 
from a set of stations representing the entire globe. Two years later, he 
succeeded in getting the IMO to appoint a Commission for the R é seau 
Mondial. The commission immediately scaled back Teisserenc de Bort ’ s 
grand plan, reducing its goal to publishing monthly and annual averages 
for pressure, temperature, and precipitation from a well-distributed sample 
of meteorological stations on land. The standard for distribution was two 
stations within each 10 °  latitude-longitude square (an area about twice the 
size of France). Ultimately, the network included about 500 land stations, 
from 80 ° N to 61 ° S; the oceans were not covered at all. 

 Operating even this seemingly modest version of the R é seau Mondial 
proved extremely diffi cult. Today it may be hard to comprehend how 
simply gathering data from a small sample of the world ’ s meteorological 
stations and calculating a few simple averages could be challenging. The 
explanation lies in the lack of settled standards and the limits of commu-
nications infrastructure before World War II. Most data exchange for the 
R é seau Mondial took place by mail, which often took months to arrive 
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from distant locations. The problem of non-standard observing and record-
ing techniques also remained considerable. Napier Shaw ’ s prefaces to the 
volumes for 1910 and 1914 (not published until 1920 and 1921, respec-
tively) hint at the swarm of frustrations he experienced in presiding over 
this work for many years: 

 . . . any meteorologist who has attempted to put together information for the whole 

globe will realize that the differences of practices of the various Governments in 

respect of the material and method of arrangement, the units employed for its 

expression, and the time, if any, at which publication of the several contributions 

may be expected, place such an enterprise outside the limits of possibility for any 

but a few individuals, who must have at their disposal the facilities of such a library 

as that of the Meteorological Offi ce. There are probably not a dozen such libraries 

in the world. The alternative that the few workers who deal with the meteorology 

of the globe should each one of them separately and severally have to go through 

an identical process of laborious compilation, reduction, and tabulation in order to 

attain a result which is of itself an indispensable stepping-stone to a comprehension 

of the meteorology of the globe, is suffi cient to justify any establishment in making 

public a compilation for the benefi t of the world at large. 

 [The demand for this compilation was] generally regarded as urgent, [but it proved] 

so diffi cult to satisfy on account of the number of obstacles, each in itself trivial but 

practically deterrent by their number. . . . Those who have experience in supervising 

work carried on at a great distance from the base will recognize that the headings 

of columns on a form for the entry of observations are sometimes misunderstood 

or disregarded by the observer until his attention is called thereto; and unless the 

examination is done promptly and regularly it is too late.  18   

 As a result of such diffi culties, the mere collection and compilation of data 
for each edition of the R é seau Mondial — whose activity consisted in an 
annual publication rather than in what we might think of today as a 
network — took several years. The fi rst annual data, for 1911, were not 
published until 1917, World War I having interrupted work for 3 years. 
Hiatuses and delays of up to 13 years marked the publication of subsequent 
volumes. In 1953, the fi rst meeting of the WMO Commission on 
Climatology thanked the UK Meteorological Offi ce for publishing the 
R é seau Mondial through 1932 and essentially recognized the network ’ s 
demise.  19   

 In the meantime, the Smithsonian Institution had embarked upon a 
similar series of publications, the  World Weather Records , for a smaller set 
of stations (about 380). Initially somewhat less detailed than the R é seau 
Mondial, this global data set also covered land stations only. The 
Smithsonian and later the US Weather Bureau (at the WMO ’ s request) 
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continued to produce the publication approximately every 10 years.  20   By 
the 1950s it had superseded the R é seau Mondial as the accepted standard 
source for world climatological data. 

 Though the IMO remains important in the history of international 
scientifi c cooperation, its signifi cance has sometimes been exaggerated, not 
least by its own offi cial historians.  21   In the absence of government support, 
the grand ambitions of the 1870s soon faded. For most of its history the 
IMO remained a skeleton organization, supported primarily by small, vol-
untary contributions from France, Great Britain, and the United States. 
Most of its members worked for national weather services, but their par-
ticipation was strictly unoffi cial. Most IMO publications were printed by 
one of the participating weather services. 

 Data sharing proceeded anyway, of course, through publications, 
regional telegraphy, and informal scientifi c networks. But it remained quite 
basic. The R é seau Mondial — which Napier Shaw called  “ the guiding prin-
ciple of international co-operation between the meteorological establish-
ments of the world since the [1873] Vienna Congress ”  — remained limited 
to whatever individual nations might see as in their interest and within 
their budgets to support.  22   Movements to improve the data network gained 
considerable ground at the 1929 Copenhagen Conference of Directors, 
which issued new standards for radio transmission of weather data using 
revised meteorological codes. These were widely adopted in Europe and 
the United States. Not until the 1960s did the IMO ’ s successor, the World 
Meteorological Organization, begin to implement the World Weather 
Watch, the near-real-time observing and data exchange system of which 
Teisserenc de Bort, 60 years earlier, could only dream. 





 4     Climatology and Climate Change before World War II 

 As we saw in chapter 2, the basic structure of the global circulation was 
well established by the middle of the nineteenth century. So were the 
fundamental forces driving that motion. Yet the causal relationship 
between the circulation and the climate remained poorly understood. 
Even as late as World War II, meteorologists could still say little about this 
relationship with any certainty. 

 There were two main reasons for this. First, until the 1930s virtually all 
weather and climate data had been collected at the surface. Few direct 
measurements existed that might be used to chart the details of circulatory 
structures hundreds or thousands of meters above the ground. Second, 
climatologists understood only a few general principles of large-scale 
atmospheric movement, such as the Hadley and Ferrel cells. These prin-
ciples proved inadequate to the task of explaining the wide variation of 
local and regional climates across the world ’ s land surface. As a result, 
climatology before World War I was heavily dominated by qualitative 
approaches and regional studies. Mathematical approaches based on sta-
tistical analysis gained ground in the interwar period, owing in part to 
mechanical aids to computation. Nonetheless,  global  climatology emerged 
only slowly. This chapter sketches, in broad, non-technical terms, how 
climatologists thought about climate and climate change before World 
War II. 

 Climatology as Geography and Statistical Law 

 As Frederik Nebeker showed in  Calculating the Weather , after the rise of 
weather telegraphy in the nineteenth century meteorology began to 
divide into three relatively separate subfi elds. Each subfi eld had its own 
methods. With these differing methods came differing relationships to 
numerical data. 



62 Chapter 4

 The  forecasters  (discussed in detail in the following chapter) developed 
one set of methods, aimed chiefl y at improving the timeliness and accuracy 
of weather prediction. Explanation concerned them only insofar as it 
might improve their predictions. Tightly constrained by the need to 
prepare daily forecasts quickly, their methods relied heavily on synoptic 
charts and isolines as visualization techniques, and on the trained judg-
ment of experienced forecasters. Few numerical calculations were involved. 

 By contrast, the applied physicists, or  theoretical meteorologists , sought 
to understand weather deductively, through physical theory. They wanted 
to ground their principles in fl uid dynamics, gas physics, and other basic 
sciences. This branch of meteorology sought to apply the growing body of 
mathematically expressed laws, building on a solid framework of estab-
lished physics. It proceeded in the tradition of reductionism, hoping to 
identify the many processes involved in weather, construct an explanatory 
theory of each process, and fi nally combine them to achieve full under-
standing. Here too calculation  per se  was relatively unimportant, albeit for 
a different reason: the mathematics of atmospheric motion centered on 
calculus, but numerical methods for integrating differential equations did 
not yet exist. Hence equations that could not be solved analytically usually 
could not be solved at all. 

 The third branch, the  empiricists,  believed that the atmosphere ’ s tremen-
dous complexity might prevent the application of physical theories derived 
from simpler phenomena. Therefore, they sought to obtain laws of weather 
behavior inductively from data. The empiricists did concern themselves 
with explanation, but they sought such explanations in the close analysis 
of observations rather than in fundamental mechanics of motion, heat, 
and gas behavior.  1   

 In the fi nal decades of the nineteenth century, the empiricist strand 
gradually evolved into the subdiscipline of climatology. Adopting meteo-
rology ’ s traditional concern with analyzing large collections of recorded 
data, the new subfi eld began to develop its own, primarily statistical 
methods. As mathematics, statistical methods occupied a middle ground 
between the arithmetical minimalism of the forecasters and the complex 
calculus of the theoretical meteorologists. Statistical calculations were labo-
rious and time consuming, but unlike differential equations many of them 
could be solved by hand or with simple calculating aids, such as logarith-
mic tables and adding machines. Therefore, the empiricists were the fi rst 
to deploy calculation as a primary technique. 

 Scientifi c discussions of climate fi rst appeared mainly in the context of 
natural history and geography. Descriptions of climate, topography, and 
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the other physical features of regional environments accompanied narra-
tives and catalogs of fl ora and fauna. Though climatic description some-
times included data analysis, more often it took the form of experience-based, 
qualitative narrative, perhaps with a few measurements thrown in for 
support. By 1900, however, techniques of statistical analysis provided the 
wherewithal to make more direct use of the rapidly accumulating data. 

 Today the statistical language of averages, percentages, and probabilities, 
and the visual grammar of graphs and statistical charts, seem timeless and 
transparent. But in the nineteenth century these methods represented a 
radical departure. According to the Oxford English Dictionary, the term 
 ‘ statistics ’  originally referred to  “ that branch of political science dealing 
with the collection, classifi cation, and discussion of facts (especially of a 
numerical kind) bearing on the condition of a state or community. ”  In the 
post-revolutionary era of the late eighteenth and early nineteenth centuries, 
new national interests in such matters as voting, agriculture, market perfor-
mance, taxation, and the size, distribution, health, race, and wealth of 
national populations led to new, more direct relations between states and 
the scientists and institutions that could provide such information.  2   Nebeker 
notes that early government statistical offi ces often collected meteorologi-
cal data in order to explore the latter ’ s relationship to public health and 
national economies, the principal subjects of early statistical investigation.  3   
With tuberculosis ravaging the world, and with tropical diseases such as 
malaria and yellow fever strongly affecting colonial empire building, theo-
ries of a relationship between climate and health proliferated. 

 Armed with statistical methods, empirical climatologists became the 
 “ number crunchers ”  of nineteenth-century meteorology. They also began 
to seek ways to automate the processing of weather records. Ultimately, 
climatologists sought to discover general laws of climate inductively, 
through data analysis. For that reason, many of them also came to 
promote improvements in the slowly emerging global data network. 
(See   box 4.1 .)   

 As a date for the founding of professional climatology, we might as well 
choose 1883. In that year, the Austrian meteorologist Julius von Hann 
published the fi rst edition of his  Handbook of Climatology , which would 
remain the standard textbook in theoretical climatology for 50 years.  4   
Hann defi ned climate as the  “ sum total of the meteorological conditions 
insofar as they affect animal or vegetable life. ”  Responding to the then 
dominant tradition of natural history, where most previous discussions of 
climate had occurred, Hann felt compelled to emphasize that climate could 
also be understood as a purely physical phenomenon, independent of 
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   Box 4.1 
 Quetelet ’ s Climatology and the Analytical Engine 

 A striking premonition of meteorology ’ s future as a computational science 

appears in an 1835 letter from Charles Babbage to the Belgian polymath 

Adolphe Quetelet. 

 Quetelet (one of the foremost early statisticians) promoted the unifi cation 

of the human and natural sciences through mathematics. To social science, 

he contributed the controversial concept of  l ’ homme moyen  — the  “ average 

man ”  — whose features could be discerned in the bell curves of normal prob-

ability distributions. Applying similar techniques to climatology, he offered 

treatises on how Belgium ’ s climate affected human health. As founding direc-

tor of the Royal Brussels Observatory, Quetelet initiated standardized meteo-

rological observations in 1833. He also authored one of the fi rst texts on 

geophysics.  a   

 Babbage, a British scientist and mathematician of equally prodigious 

talents, shared Quetelet ’ s interest in statistics. Obsessed with accuracy, 

Babbage wanted to automate the complex, labor-intensive, error-prone 

process of large-scale calculation. In pursuit of this goal, Babbage designed 

an  “ Analytical Engine ” : a steam-powered, gear-based, fully programmable 

calculating machine. Although Babbage never completed the machine, his-

torians of technology regard his design for it as the fi rst fully formed concep-

tion of a digital computer.  b    

 Babbage ’ s earliest recorded mention of the Analytical Engine appeared 

in an 1835 letter to Quetelet:  “ I am myself astonished at the power which I 

have been enabled to give [the Engine], and which I would not have believed 

possible a year ago. This machine is intended to understand one hundred 

[25-digit] variables. . . . ”  In the same letter, Babbage informed Quetelet 

that Sir John Herschel had written him about  “ some curious results concern-

ing a general motion of the atmosphere ”  and asked Quetelet to distribute 

Herschel ’ s call for a worldwide network of weather observers — a goal Quetelet 

shared.  c   In the 1860s, Quetelet advocated strongly for what would later 

become the International Meteorological Organization. 

 a.   A. Quetelet,  Sur l ’ homme et le d é veloppement de se facult é s, ou essai de physique sociale  

(Bachelier, 1835);  De l ’ infl uence des saisons sur la mortalit é  aux diff é rens ages dans la 

Belgique  (Hayez, 1838);  M é t é orologie de la Belgique compar é e  à  celle du globe  (Muquardt, 

1867);  Sur la physique du globe  (Hayez, 1861). 

 b.   M. R. Williams,  A History of Computing Technology  (Prentice-Hall, 1985); D. D. 

Swade,  “ Redeeming Charles Babbage ’ s Mechanical Computer, ”   Scientifi c American  

267, no. 8, 1993: 86 – 91. 

 c.   A. W. van Sinderen,  “ Babbage ’ s Letter to Quetelet, May 1835, ”   Annals of the 

History of Computing  5, no. 3, 1983: 263 – 67.   
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ecosystems. Still, unlike theoretical meteorology, climatology remained 
chiefl y descriptive,  “ a branch of knowledge which is in part subordinate 
to other sciences and to practical ends. ”   5   

 In much of his book, Hann focused on physical, planetary-scale features, 
such as the zonal (latitudinal) distribution of temperature. He noted that 
as early as 1852 climatologists had determined (from data) that the global 
average temperature does not remain stable over the entire year, but 
instead rises from January to June.  6   Since the amount of insolation 
(in coming solar energy) is constant over the globe, this result meant that 
northern-hemisphere temperatures dominated the global average. Hann 
reviewed a series of theoretical studies predicting how temperature should 
vary by latitude, then compared these with data from Dove, Buchan, and 
others. These comparisons yielded  “ quite close ”  agreement between theory 
and observations. In another chapter, Hann discussed  “ solar or mathemati-
cal climate ”  — i.e., the climate of an abstract globe, attributable only to 
differential insolation. These calculations constituted early versions of 
what are known today as  “ energy budget ”  models of climate. Yet for Hann 
these forays into physical theory did not place climatology in the same 
arena as theoretical meteorology. Hann saw the fi eld mainly as  “ a science 
auxiliary to geography, ”   7   and the bulk of his  Handbook of Climatology 
 treated climate as a matter of statistical description. 

 In other chapters, Hann discussed three kinds of climatic change: geo-
logical, periodic (cyclical), and  “ secular ”  (within historical rather than 
geological time scales). For secular climate change, Hann included a chart 
of temperature fl uctuations for the whole Earth, calculated from 280 sta-
tions (  fi gure 4.1 ). The table gave fi ve-year  “ departures ”  from the average 
for ten selected periods, the fi rst of which was 1736 – 1740 and the last of 
which was 1881 – 1885. (This technique, which compares station tempera-
tures with their own average value for some given period, is now known 
as a temperature anomaly calculation.) The range of anomalies, both posi-
tive and negative, was about 1 ° C.   

 Hann expressed considerable skepticism about the accuracy of calcu-
lated global averages on the secular time scale. Even the fi gures in his own 
table, he wrote, derived from only 280 stations  “ and naturally do not really 
represent the temperature conditions of the whole world. ”   8   Nevertheless, 
it is clear that Hann — in the tradition of Maury, Dove, Ferrel, and the 
 Challenger  expedition before him — saw the climate as a global system. In 
1896 he published a three-volume work entitled  The Earth as a Whole: Its 
Atmosphere and Hydrosphere .  9   
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 As regards climate  change , Hann argued (in effect) that one had to invert 
the infrastructure before accepting any conclusion: 

 Whenever it has been supposed that . . . records did show an increase in temperature 

or in rainfall, it has always turned out that this increase may have been due to the 

method of exposing the thermometer, or the rain-gauge. . . . Dufour, who made a 

thorough study [in 1870] of the available evidence concerning a change in climate, 

concludes that the uncertainties connected with this evidence make it impossible 

to regard a change of climate as proved. The question, nevertheless, remains an 

open one, and the common assertion that the climate is not changing is, under the 

circumstances, a no more legitimate consequence of known facts than is the oppo-

site view.  10   

 Some of Hann ’ s contemporaries, however, were less skeptical, considering 
the case for climate change settled and even occasionally advocating a 
political response. (See   box 4.2. )   

 Many  “ laws ”  put forward by statistical climatology fell somewhere 
between the poles of description and explanation. For example, reviewing 
climatological knowledge in 1924, Stephen Visher noted that Earth ’ s 
surface temperature decreases regularly with latitude.  11   This law has a 
general aspect: on any planet, the angle of insolation (incoming solar 
radiation) changes from the equator, where solar rays are perpendicular to 
the surface, to the poles, where they are parallel to the surface. This creates 
a systematic variation in the amount of solar heat per unit of surface area. 
On Earth this gradient is approximately 1 ° F per degree of latitude, accord-
ing to Visher. But this zonal temperature gradient also depends on the 
volume and chemical composition of the atmosphere, the presence of 
oceans, the shape of continents, the inclination of Earth ’ s axis, and many 
other features particular to our planet and especially to its land surfaces. 

 Figure 4.1 
 Global temperature anomalies expressed as departures from the mean for an unspec-

ifi ed period. 

  Source : J. von Hann,  Handbook of Climatology  (Macmillan, 1903), 411. 
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   Box 4.2 
 Early Climate Politics 

 Studying the meteorological record of the nineteenth century, the German 

geographer Eduard Br ü ckner noted an approximately 35-year periodic cycle 

of climatic variation. Br ü ckner viewed this cycle as a  “ universal occurrence ”  

of  “ global importance, ”  arguing that it caused crop failures, economic crises, 

and disease epidemics.  a   

 Br ü ckner also claimed that human-induced warming, desertifi cation, and 

drought were already occurring in regions of Europe and North America as a 

result of deforestation.  b   He noted that the governments of Prussia, Italy, 

Austria, Russia, and France had all debated proposals involving reforestation 

to counteract climatic change. Although nothing came of these proposals, 

Br ü ckner ’ s work as an  “ issue entrepreneur, ”  promoting political action on the 

basis of scientifi c evidence, stands as a remarkable precursor to modern 

climate politics.  c   Julius von Hann, while skeptical of most claims regarding 

near-term climatic change, guardedly endorsed Br ü ckner ’ s fi nding of a 35-year 

cycle. 

 Br ü ckner was exceptional in making climate change a political issue, yet 

his views on anthropogenic climate change were far from unique. Indeed, 

historians have cataloged numerous episodes in which people perceived cli-

matic change, sometimes ascribing it to human causes. Aristotle ’ s student 

Theophrastus attributed local climate changes to swamp drainage and agri-

culture, and in the Middle Ages the Church sometimes explained climate 

anomalies as a divine response to human sin.  d   From the seventeenth century 

until the mid 1800s, many people — including such luminaries as David Hume 

and Thomas Jefferson — believed that clearing land for agriculture could favor-

ably alter local or regional climates.  e   Some nineteenth-century colonial forest 

policies were predicated on a  “ dessicationist ”  theory that deforestation caused 

local, regional, and even continental drought, and some modern forest-

conservation agendas descend directly from these colonial policies.  f   Until 

relatively recent times, however, most concerns about anthropogenic climate 

change focused on scales far smaller than the planet as a whole. 

 a.   Br ü ckner,  “ How Constant Is Today ’ s Climate? ”  in  Eduard Br ü ckner , ed. N. Stehr 

and H. von Storch (Kluwer, 1889), 74. 

 b. H. von Storch and N. Stehr,  “ Climate Change in Perspective: Our Concerns About 

Global Warming Have an Age-Old Resonance, ”   Nature  405 (2000): 615. 

 c.   N. Stehr and H. von Storch,  “ Eduard Br ü ckner ’ s Ideas: Relevant in His Time and 

Today, ”  in  Eduard Br ü ckner , ed. N. Stehr and H. von Storch (Kluwer, 2000). 

 d.   N. Stehr et al.,  “ The 19th Century Discussion of Climate Variability and Climate 

Change: Analogies for Present Debate? ”   World Resources Review  7 (1995): 589 – 604. 

 e.   J. R. Fleming,  Historical Perspectives on Climate Change  (Oxford University Press, 

1998). 

 f.   R. Grove,  Ecology, Climate and Empire  (White Horse, 1997).   
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For example, the climate of Paris (at 48 ° N) is colder than that of Madrid 
(at 40 ° N); this fi ts Visher ’ s law of latitude. Yet Madrid ’ s climate is substan-
tially warmer than that of New York, which also lies at 40 ° N. This is in 
part because the prevailing winds blow westward across the warm Gulf 
Stream current, keeping temperatures in both Madrid and Paris well above 
the global averages for their latitudes. Specifi c relationships such as these 
can only be discovered empirically. 

 Nevertheless, climatologists found that by treating the nineteenth cen-
tury ’ s rapidly accumulating data with newly developed statistical methods 
they  could  discover empirical  “ laws ”  — and that they could do this more 
easily than their counterparts in theoretical meteorology could discover 
the physical principles governing atmospheric motion. Thus climatologists 
came to see their goals and methods as substantially different from those 
of theoretical meteorology. As Hann put it, climatology  “ must treat the 
different atmospheric processes separately only insofar as this is unavoid-
able. . . . Climatology must give us a mosaic-like picture of the different 
climates of the world; but it must also present these facts in a systematic 
way, by grouping together climates which are naturally related. Thus order 
and uniformity are secured, the mutual interactions of the different cli-
mates are made clear, and climatology becomes a scientifi c branch of 
learning. ”   12   Here we hear again the echoes of the natural history tradition 
in the value placed on classifi cation, ordering, and holistic description. 
Theoretical meteorology, by contrast, would reduce weather and climate 
to individual elements that could be treated separately. Though parts of 
Hann ’ s  Handbook  are theoretical in nature, most climatology would 
remain within this primarily descriptive tradition for another 50 years. 
Climatologists made increasingly extensive use of statistical mathematics, 
but little use of physical theory. The educational backgrounds of most 
professional climatologists were in geography rather than in physics; the 
heavily mathematical discussions that increasingly characterized dynami-
cal (theoretical) meteorology from 1900 on remained largely absent from 
climatology. 

 A look at typical handbooks from the interwar period illustrates the 
point. W. G. Kendrew ’ s  The Climates of the Continents  appeared in fi ve edi-
tions between 1922 and 1961.  13   This text was widely accepted as  “ the most 
lucid description of the normal distribution of the elements over the land 
masses of the world. ”   14   Yet the book ’ s entire theoretical content — four 
pages — consisted of a narrative, non-mathematical sketch of global pres-
sure and wind systems. In the remainder of the text, Kendrew delivered 
qualitative, descriptive accounts of typical weather patterns on each con-
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tinent (except Antarctica). In his opinion the notion of a global climate 
made little sense, because  “ between the Tropics and the Poles the weather 
is so variable . . . that it is diffi cult to form a conception of the climate 
unless it be the idea of something very changeable. ”   15   (Kendrew did refer 
the reader to other sources, notably Hann ’ s  Handbook , for theories of global 
climate.) 

 The absence of theory in climatology was due less to ignorance than to 
an understanding of the problem ’ s fearsome complexity. In 1914, Cleveland 
Abbe celebrated the regular publication of US Weather Service daily charts 
of the northern hemisphere, mapped on a polar projection. Abbe ’ s elation 
stemmed from the new prominence these maps accorded to the atmo-
spheric general circulation. To him, these maps demonstrated a long-held 
truth that  “ the atmosphere must be studied as a unit. ”  Like many of his 
colleagues, Abbe eagerly awaited some practical method for analyzing the 
general circulation using physical theory. As he saw it, William Ferrel had 
already isolated the major factors: Earth ’ s rotation, gravity, surface friction, 
moisture, radiation and its absorption, and the thermodynamics of rising 
and falling air masses. Yet Abbe despaired of near-term success: 

 So far as we know no one has as yet dared to begin the discussion of the motions 

of the atmosphere under the combined infl uences of all these seven factors [identi-

fi ed by Ferrel], and yet these must be gathered into one set of systematic equations 

or graphic charts. . . . May we not adopt the enthusiastic words of the immortal 

Kepler, in his  Harmonies of the World :  ‘ The die is cast! The book is written! It can 

well afford to wait a century for a reader, since God has waited 6000 years for the 

astronomer ’ .  16   

 Clearly, Abbe thought that meteorology would be waiting for a long time. 
In the absence of a general circulation theory, synoptic charts would have 
to serve as an empirical substitute. And indeed, tables and charts such as 
those shown in   fi gures 4.2  and   4.3  remained the principal technique of 
climatological data analysis into the latter half of the twentieth century. 
These fi gures appeared in the  Monthly Weather Review , a publication 
founded in 1871 as the principal venue for American weather and climate 
data. Each issue included narrative summaries of weather as well as circula-
tion  “ highlights. ”  The journal continued to publish these descriptive sum-
maries well into the 1980s, though by then such discussions were 
increasingly accompanied by theoretical explanation.  17       

 The gradual maturation of statistical climatology in the early twentieth 
century is evident from a later handbook: Victor Conrad ’ s  Methods in 
Climatology , published in several editions.  18   Refl ecting the discipline ’ s 
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increasingly sophisticated mathematical footing, this text grounded clima-
tology in data analysis. Conrad saw climatology ’ s chief purpose as the 
creation of a larger picture from specifi cs:  “ . . . observations are made at 
isolated points. Only by comparing these data can the climate of the whole 
region be interpolated from place to place.  It is therefore the principal and 
fundamental aim of climatological methods to make the climatological series 
comparable. ”    19   

 By Conrad ’ s time, mathematics had replaced narrative as the dominant 
framework of climate studies. Hence  Methods in Climatology  focused on 
such topics as statistics, computational aids (graphs, nomograms, punch-

 Figure 4.2 
 US annual climatological summary for 1937, based on data from about 200 

stations. 

  Source : J. P. Kohler,  “ Condensed Climatological Summary, ”   Monthly Weather Review  

66, no. 1 (1938): 27 – 28. 
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card machines), curve fi tting, and harmonic analysis of cyclical phenom-
ena. Further, unlike Kendrew, who stressed their differences, Conrad 
emphasized the  connectedness  of the world ’ s climates. His comments 
on this point give an important clue to climatology ’ s future direction. 
The purpose of comparing relationships among climatic variables in dif-
ferent places, Conrad wrote, was  “ to determine the circulation of the 
atmosphere (physics of the  actual  state of the atmosphere), and to get full 
information about average and extreme values of climatic elements . . . 
(physics of the  average  state of the atmosphere). For these large-scale pur-
poses, there must be a network, internationally administered, that covers 
the entire globe. ”   20   

 Figure 4.3 
 Departures of mean temperature from normal, January 1938. Shaded and unshaded 

portions respectively represent areas where temperatures were higher and lower than 

normal. 

  Source : J. P. Kohler,  “ Condensed Climatological Summary, ”   Monthly Weather Review  

66, no. 1 (1938): c1. 
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 After World War I, as climatologists gradually discovered more about 
the general circulation from upper-air observations, they came to realize 
that even a century ’ s worth of records from ground level would contribute 
little to their understanding of the circulation higher up, especially in the 
absence of theory. In 1933 the Scandinavian meteorologists who had 
developed polar-front and air-mass theory — Vilhelm Bjerknes, Jakob 
Bjerknes, Tor Bergeron, and others (see chapter 5) — produced an early 
dynamical treatment of the general circulation.  21   In 1939, Carl-Gustav 
Rossby, working with others, extended these ideas in a breakthrough analy-
sis of very long stationary atmospheric waves (wavelengths between 3000 
and 7000 km), created by topographic infl uences such as airfl ow over 
major mountain ranges.  22   Yet with these few exceptions, until the middle 
1950s most climatologists would probably have agreed with British meteo-
rologist C. S. Durst, who in 1951 wrote:  “ Climatology, as at present prac-
ticed, is primarily a statistical study without the basis of physical 
understanding which is essential to progress. ”   23   

 Physical Theories of Global Climate Change 

 Nowhere was the split between theorists and empiricists more signifi cant 
than in the study of global climate change. As we have seen, speculations 
on anthropogenic local, regional, and even continental climate change 
were not uncommon in the eighteenth and nineteenth centuries, and even 
before. But concerns about anthropogenic  global  climate change were new. 

 The evolution of physical theories of global climate change has been 
recounted so often that the story has become a  “ potted history ”  (including 
a number of frequently repeated errors of attribution and date).  24   For this 
reason, I will review that story only briefl y here. A complete account may 
be found in Spencer Weart ’ s  The Discovery of Global Warming .  25   

 Scientifi c theories of natural global climatic change date to the middle 
of the nineteenth century. They originated in physics, chemistry, and 
geology, and especially the new subfi eld of historical geology. Scientists 
had just begun to suspect that Earth was very old. James Hutton fi rst pro-
posed a  “ uniformitarian ”  geology in 1785, but his ideas did not achieve 
broad acceptance until the 1830s. Only after Thomas Lyell ’ s work did 
scientists begin to interpret fossil evidence as indicating dramatic climatic 
oscillations in Earth ’ s distant past. Over eons, they now saw, recurrent ice 
ages had sometimes covered much of the planet ’ s continental surface with 
mile-thick glaciers. In other periods, climates far warmer than today ’ s had 
prevailed. In the Cretaceous, for example, global average surface tempera-
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tures had been some 6 ° C warmer. All this and more was fi rst discovered in 
the middle of the nineteenth century, not long before the publication of 
Charles Darwin ’ s  On the Origin of Species  (1859). 

 Also in the fi rst half of the nineteenth century, physicists began to 
explore the mechanisms by which Earth ’ s atmosphere absorbs solar heat. 
By 1817, and perhaps as early as 1807, Joseph Fourier had worked out a 
theory of how air in enclosed spaces traps radiant heat. This was part of 
Fourier ’ s general theory of heat, which he applied to many subjects, includ-
ing the heating of the atmosphere by the sun. Fourier hypothesized that 
by retaining heat the atmosphere keeps Earth ’ s surface temperature far 
higher than it would otherwise be. For this reason, standard histories of 
global warming invariably reference his use of the word  serre  (French for 
 “ greenhouse ” ) as the source of the present-day term  “ greenhouse effect. ”   26   
Fourier also described the principle of radiative equilibrium, which (put 
simply) states that Earth maintains a balance between the energy it receives 
from the sun and the energy it re-radiates to space. Today radiative equi-
librium is seen as the ultimate driver of Earth ’ s climate system, which 
transports heat from the equator, where more heat is received than re-
radiated, toward the poles, where the opposite is true. 

 Other physicists and chemists investigated the capacities of different 
substances to absorb and retain it. In 1859, in Great Britain, John Tyndall 
began experiments to determine the radiative potential of various gases, 
including water vapor, carbon dioxide, ozone, and hydrocarbons. He con-
cluded that water vapor ’ s enormous capacity for heat retention made it 
the most important of what we know today as  “ greenhouse gases ”   — i.e., 
heat-trapping atmospheric constituents. By 1861, Tyndall had decided that 
these gases could be responsible for  “  all the mutations of climate which the 
researches of geologists reveal. . . .  They constitute true causes, the  extent  
alone of the operation remaining doubtful. ”   27   He speculated that a decrease 
in atmospheric carbon dioxide (CO 2 ) might have caused glacial periods. 

 Tyndall ’ s results (and others) paved the way for the work of Svante 
Arrhenius, a Swedish scientist whose research in electrochemistry eventu-
ally garnered him a Nobel Prize. In 1895, Arrhenius announced to the 
Stockholm Physical Society his fi rst calculation of how much the heat 
retained by  “ carbonic acid ”  (CO 2 ) and water vapor contributes to Earth ’ s 
surface temperature, using an energy budget model much like Hann ’ s 
 “ solar or mathematical climate. ”  Arrhenius ’ s now famous paper on the 
subject appeared in 1896.  28   In that paper he calculated that doubling the 
amount of CO 2  in the atmosphere would raise the global average tempera-
ture by 5 – 6 ° C. 
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 Arrhenius may have been the fi rst scientist to imagine that human 
activities might cause global climatic change. In public presentations, he 
even conjectured that combustion of fossil fuels might eventually raise CO 2  
concentrations enough to change the Earth ’ s temperature substantially.  29   
Yet in his day world consumption of fossil fuels remained so low that this 
seemed merely a speculation, not a threatening near-term possibility. 
Indeed, Arrhenius estimated that such a change would take about 3000 
years.  30   Perhaps because he lived in a very cold place, Arrhenius thought 
that global warming might be a good thing. 

 In recent years, Arrhenius ’ s 1896 publication has acquired iconic status; 
it is routinely cited as the principal origin of modern climate-change 
concerns. Less well known is the fact that like most scientists of his day, 
Arrhenius was less interested in global warming than in the global  cooling  
that caused ice ages. Hence he fi rst computed the probable effects of 
 decreasing  CO 2 . He calculated the effects of increased CO 2  mainly to explain 
the high global temperatures of the Tertiary period, not to predict the 
future. Until the 1950s, in fact, scientifi c discussions of global climate 
change focused more on paleoclimate (climates of the geological past) than 
on historical time. 

 Working around the same time as Arrhenius, the American geologist 
Thomas Chamberlin began to combine gas-physics theories of Earth ’ s 
temperature with geological ones. He produced a sweeping explanation 
of global climatic changes on geological time scales, with CO 2  the fun-
damental driver.  31   Chamberlin argued that the vast quantities of CO 2  
released during periods of high volcanic activity raised Earth ’ s temperature, 
causing greater evaporation from the oceans, thus adding water vapor 
to the atmosphere. The additional water vapor, he theorized, further 
increased the atmosphere ’ s heat-retention capacity, raising temperatures 
even higher. 

 Water vapor makes up a far larger percentage of the atmosphere than 
does carbon dioxide. Water vapor also absorbs much more heat; it is, in 
fact, Earth ’ s principal radiatively active gas, responsible for the greatest part 
of the greenhouse effect. However, concentrations of water vapor fl uctuate 
dramatically on very short time scales (days), while carbon dioxide ’ s life-
time in the atmosphere is on the order of centuries. From these facts, 
Chamberlin concluded that although the water-vapor feedback vastly 
amplifi es carbon dioxide ’ s radiative warming effects, it is actually the latter, 
not the former, that causes climatic change. On geological time scales, he 
surmised, carbon dioxide in the atmosphere combines with calcium in 
igneous rock, forming calcium carbonate; this weathering process gradu-
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ally absorbs the CO 2  released by volcanoes. Chamberlin ’ s carbon cycle also 
had an organic component, with living things, especially plants, sequester-
ing carbon from the air in their bodies, but for him the geological cycle 
was far more important. In periods of low volcanic activity, Earth ’ s surface 
would absorb more CO 2  than volcanoes released, causing global tempera-
tures to cool. 

 Chamberlin ’ s theory that the carbon cycle was the principal driver of 
global climate oscillations was discussed widely — becoming, in fact, much 
better known than Arrhenius ’ s work. Yet it fell from favor in just a few 
years, after other research seemed to show that CO 2  could not play the role 
Chamberlin and Arrhenius had ascribed to it. Between 1900 and 1905, 
research by Knut  Å ngstr ö m and others on radiatively active gases led most 
scientists to conclude that water vapor ’ s effect on Earth ’ s temperature 
overwhelmed that of carbon dioxide. Thus, they believed, additional CO 2  
would have virtually no effect on global temperature.  32   

 By 1903, when the second edition of Hann ’ s  Handbook of Climatology  
was translated into English, it echoed the general rejection of the carbon 
dioxide theory. The  Handbook ’ s  chapter on  “ Geological and Secular Changes 
of Climate ”  included three paragraphs on the theories of Arrhenius and 
Chamberlin, but immediately dismissed them on the basis of  Å ngstr ö m ’ s 
research. Even Chamberlin himself became convinced, by 1913, that his 
CO 2  theory was incorrect, and eventually he came to see his enthusiastic 
response to Arrhenius ’ s 1896 paper as an overreaction.  33   After that, the 
carbon dioxide theory essentially disappeared from mainstream climatol-
ogy until the late 1930s, when G. S. Callendar revived it. With a few 
exceptions, the idea of anthropogenic climate change went into hiberna-
tion along with it.  34   

 In the 1920s, astronomical explanations of geological climate change 
rose to prominence, such as those of the Serbian geophysicist Milutin 
Milankovi ć .  35   Several scientists had previously explored these ideas, but 
Milankovi ć  was fi rst to complete a full calculation.  36   He showed that the 
confl uence of three major astronomical cycles could explain the periodic-
ity of recurring large-scale climatic changes such as ice ages. The three 
Milankovi ć  cycles are the eccentricity of Earth ’ s orbit (a 100,000-year 
period), the planet ’ s axial tilt (a 41,000-year period), and the precession of 
its axis (a 26,000-year period). These cycles interact, producing large vari-
ations — up to 30 percent — in the amount of solar energy Earth ’ s surface 
receives. In combination, the timing of the Milankovi ć  cycles accounts 
well for major changes in Earth ’ s climate (as dated from geological and 
fossil records). Because of this, they were for a time widely believed to close 
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the book on terrestrial factors such as carbon dioxide. Other periodic and 
random astronomical factors, including sunspot cycles and variations in 
solar output, also affect Earth ’ s temperature. 

 All the theories mentioned above addressed global climate chiefl y on 
geological time scales. Furthermore, though they could explain large 
changes in global temperature, such as the   5 – 10 ° C global average changes 
that produced the ice ages or the Cretaceous heat, these theories offered 
little insight into the causes of smaller changes. Nor could they explain 
fl uctuations of climate on the scale of decades to centuries, the scale sig-
nifi cant in human historical time. For climatologists, they represented 
useful steps toward identifying the ultimate drivers of the climate system, 
but they did nothing to explain the specifi c patterns of climate over the 
globe. Such understanding would have to await a genuine theory of the 
global circulation. 

 The  “ Callendar Effect ”  

 After lying dormant for three decades, the carbon dioxide theory resurfaced 
in 1938, when Guy Stewart Callendar, a British steam engineer and self-
educated meteorologist, decided to reexamine it in the light of new research 
on the radiative behavior of carbon dioxide and water vapor. Callendar ’ s 
role in resurrecting this theory was so important, James Fleming has 
argued, that the  “ greenhouse effect ”  should be renamed the  “ Callendar 
effect. ”   37   

 As we have seen, Knut  Å ngstr ö m had demonstrated that carbon dioxide 
and water vapor absorb infrared radiation in the same parts of the spec-
trum. His result implied that CO 2  contributed almost nothing to the total 
radiation absorbed by the atmosphere, since water vapor — whose concen-
tration in the atmosphere dwarfs that of CO 2  — would absorb all radiation 
in those spectral regions. Callendar was the fi rst person to notice the 
implications of subsequent studies using new, more precise instruments, 
which revealed spectral details that  Å ngstr ö m ’ s instruments could not 
resolve. These studies showed that CO 2  absorbed radiation in spectral 
regions where water vapor did not. Because of this, Callendar realized, CO 2  
might after all prove very important as an infl uence on global climate. In 
1938, Callendar calculated that CO 2  might be responsible for 5 – 15 percent 
of the total  “ sky radiation ”  (i.e., heat radiated downward from the air), 
depending on latitude.  38   This was at most half of Arrhenius ’ s 1903 estimate 
of 30 percent, but it still made CO 2  ’ s contribution to Earth ’ s heat balance 
much larger than its minuscule concentration might suggest. 
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 Meanwhile, many things had changed dramatically since Arrhenius ’ s 
day. With exploding populations of people as well as of automobiles, 
power plants, and other oil-burning and coal-burning technologies, 
Callendar realized, the world ’ s fossil fuel consumption had already multi-
plied many times over. He calculated that fossil fuel combustion injected 
some 4.3 billion tons of carbon dioxide into the atmosphere each year. 
These emissions, he estimated, should have raised the atmosphere ’ s CO 2  
levels by about 6 percent between 1900 and 1936. To test this hypothesis 
empirically, he chose as a baseline a  “ very accurate ”  set of observations, 
made in 1900, that put the CO 2  concentration at about 274 parts per 
million (ppm). Meanwhile, observations taken in Paris between 1930 and 
1936 gave an average value of 310 ppm. This increase — about 12 percent 
over 1900 — agreed with Callendar ’ s general hypothesis, though not with 
his more conservative estimate. Callendar took it as confi rmation that 
human activities were, in fact, rapidly raising the concentration of carbon 
dioxide in the atmosphere. If his calculations were correct, Callendar then 
reasoned, this increase should already have produced a detectable rise in 
Earth ’ s temperature, so he set out to determine whether global average 
temperatures had increased. 

 In the 1930s most climatologists still shared Hann ’ s skepticism about 
global climate measurements. Few saw more than natural variability in 
short-term trends (years to decades). Some statistical studies purported to 
show warming trends since the nineteenth century in the eastern United 
States and in Europe, and in the United States the eccentric geographer 
Ellsworth Huntington and a few other popular writers had raised fears of 
regional warming in the 1930s. But in most scientists ’  view these remained 
irresponsible speculations.  39   Even those who did accept the reality of these 
trends could not explain them, since the fi eld lacked any well-accepted 
causal theory for trends on the decadal scale. 

 Consulting the Smithsonian  World Weather Records , Callendar con-
ducted an exercise similar to Hann ’ s 1897 climate-change calculation 
(  fi gure 4.1 ), but with the generally more precise and reliable data recorded 
since 1880. He found only eighteen stations possessing records longer than 
100 years. Of these, only the ones at Oxford and Copenhagen  “ could be 
classed as continuous throughout. ”   40   Therefore, Callendar restricted his 
analysis to the period 1880 – 1934. He chose 147 station records with good 
continuity and precision. From these he calculated temperature trends for 
large latitude zones and for the Earth as a whole. To ensure a reliable result, 
he checked every station ’ s reliability by comparing it against others nearby, 
performing the calculation more than once on several subsets of the data. 
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His results indicated a global average temperature increase of 0.3 °  – 0.4 ° C 
since 1890 (  fi gure 4.4 ). He concluded that the observed rise in temperature 
was consistent with, and probably caused by, that to be expected from the 
observed rise in CO 2  concentrations. Ending on an optimistic note, 
Callendar pointed out that rising temperatures might  “ prove benefi cial in 
several ways, ”  such as bettering agricultural conditions and staving off the 
prospect of another  “ deadly ”  ice age.  41   Yet his fi nal sentence noted that 
 “ the reserves of [fossil] fuel . . . would be suffi cient to give at least ten times 
as much carbon dioxide as there is in the air at present. ”    

 Callendar presented his results before the Royal Meteorological Society 
at a meeting attended by some of the foremost meteorologists of the 1930s. 
The published paper includes a summary of the ensuing discussion, which 
makes fascinating reading in light of later events. Although Callendar ’ s 
efforts were applauded, and although the society agreed to publish his 
paper, every single meteorologist in Callendar ’ s audience expressed grave 
doubts about his results. Sir George Simpson said  “ the rise in CO 2  content 
and temperature during the last fi fty years must be taken as rather a coin-

 Figure 4.4 
 Global temperature anomalies, 1890 – 1935, expressed as a ten-year moving average 

departure from the 1901 – 1930 mean (global averages computed from records for 

147 stations, grouped and weighted according to the surface area represented). 

Dashed lines represent Callendar ’ s estimate of the contribution of CO 2  increases to 

the temperature rise. 

  Source : G. S. Callendar,  “ The Artifi cial Production of Carbon Dioxide and Its Infl uence 

on Temperature, ”   Quarterly Journal of the Royal Meteorological Society  64, no. 275 

(1938), 233. 
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cidence, ”  and that  “ the rise in temperature was probably only one phase 
of one of the peculiar variations which all meteorological elements expe-
rienced. ”  Another interlocutor doubted that past measurements of either 
CO 2  or temperature were precise enough to support Callendar ’ s analysis. 
C. E. P. Brooks agreed with Callendar ’ s fi nding of rising global tempera-
tures, but objected that this could be  “ explained, qualitatively if not quan-
titatively, by changes in the atmospheric circulation, and in those regions 
where a change in circulation would be expected to cause a fall of tem-
perature, there had actually been a fall. ”  David Brunt agreed with Simpson 
 “ that the effect of an increase in the absorbing power of the atmosphere 
would not be a simple change of temperature, but would modify the 
general circulation, and so yield a very complicated series of changes in 
conditions. ”   42   

 If Callendar knew Brunt ’ s textbook  Physical and Dynamical Meteorology  
(1934, second edition 1939), he must have found this opinion extremely 
discouraging. In that book, Brunt expressed the general view of most theo-
retical meteorologists: 

  . . . it is impossible to derive a theory of the general circulation . . . . Not only are 

the laws which determine the transfer of energy by radiation too complicated to 

permit this, but the transport of heat by advection through the medium of the 

general circulation, and the interrelationships of cloud amount, radiation transfer 

and the general circulation, whose precise nature are unknown, make it impossible 

to derive any simple theory. . . . Increasing recognition of the tremendous complex-

ity of the problem has led to an increasing disinclination to attempt a general 

theory.  43   

 Brooks, too, remained unconvinced by Callendar ’ s analysis. In 1951, 
reviewing knowledge of climatic change in the authoritative  Compendium 
of Meteorology , he dismissed the CO 2  theory:  “ Callendar sees in [rising CO 2  
concentrations] an explanation of the recent rise of world temperature. But 
during the past 7000 years there have been greater fl uctuations of tempera-
ture without the intervention of man, and there seems no reason to regard 
the recent rise as more than a coincidence. This theory is not considered 
further. ”   44   

 From today ’ s perspective it may seem easy to dismiss the Royal Society ’ s 
skepticism about the carbon dioxide theory as misguided. That would be 
a mistake. In fact Callendar ’ s cool reception accurately refl ected the state 
of the art in global climatology on the eve of World War II. To experienced 
climatologists, Callendar ’ s crude methods revealed little. Even if a general-
ized global warming really could be deduced from only 200 station records, 
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how did  surface  warming relate to the temperature structure of the entire 
three-dimensional atmosphere? Did a 30-year or even a 50-year warming 
trend represent a permanent climatic change, or just a temporary fl uctua-
tion around some normal zone? In view of the many other factors shaping 
climate trends, including solar output, sunspot cycles, orbital eccentricity, 
and occasional volcanic eruptions, how much could a trace gas such as 
carbon dioxide really matter? In 1938, none of these questions could be 
answered with authority. Many climatologists still thought of climate as a 
relatively fi xed feature of local or regional geography, rather than a global 
system. Those who did take the global view, including David Brunt, 
despaired at the limits of understanding imposed by their lack of knowl-
edge of the general circulation. They regarded Callendar ’ s effort as an 
interesting speculation, and his evidence — no matter how carefully selected 
and fi ltered — as insuffi cient. Yet the  “ Callendar effect ”  gained ground 
steadily among professional climatologists in succeeding years (thanks 
largely to further work by Callendar himself), and its eventual acceptance 
led ultimately to modern scientifi c concern with anthropogenic global 
warming.  45   As a result, Callendar ’ s stature among climatologists has steadily 
grown.  46   

 I conclude this chapter with two points about how Callendar ’ s 1938 
paper refl ects the relationship among data, computing, and climate knowl-
edge on the eve of the computer age. 

 First, even though Callendar ’ s calculation represents one of the most 
careful efforts ever made to estimate global temperature trends from data, 
in principle he (or someone else) could have done far more. For one thing, 
data sets far more substantial than the  World Weather Records  were already 
available. By 1938 some weather agencies had transcribed vast quantities 
of climatological and daily weather station records onto punch cards. The 
punch-card data processing equipment of Callendar ’ s day could easily 
perform calculations as simple as temperature averages, even in very large 
volumes. So it would have been possible ,  even then, to recalculate monthly 
and annual averages from original daily records, or to use many more 
station records in the global calculation. Yet neither Callendar nor anyone 
else appears to have attempted such detailed climate calculations until 
several decades later. Why? One reason is what I call  “ data friction ” : the 
great diffi culty, cost, and slow speed of gathering large numbers of records 
in one place in a form suitable for massive calculation. 

 Second, and related, one effect of Callendar ’ s strategy was to reduce the 
computational load to a level easily handled by one individual working 
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with simple calculating aids. This may not have been Callendar ’ s goal (no 
one could accuse the man of shirking work), but the fact remains that 
using the pre-calculated averages in the  World Weather Records , and evalu-
ating these for only a couple of hundred stations, made it conceivable for 
him to carry out, by hand, the numerous calculations refl ected in his 
seminal article.  “ Computational friction, ”  as I will call it, prevented him 
from doing more. 
 
 
 
 
 
 





 5     Friction 

 You toss your laptop into a backpack, tuck your Blackberry into a shirt 
pocket, email your colleague a spreadsheet from the back seat of a taxicab. 
Once-inconceivable computer power is now ubiquitous. That power drives 
a colossal, networked information infrastructure through which pass tera-
bytes of data and communication (not to mention vast amounts of  “ spam ” ) 
each day. When one is caught up in the cascade of words, images, and 
numbers, in the frenetic traffi c from screen to screen, it is easy to lose sight 
of the infrastructure — to forget that, underneath that glistening surface of 
free-fl owing information, computing remains a material process. 

 Before computers were tiny fl akes of neatly etched silicon, they 
were machines with gears, disks, levers, and dials. Before computers were 
machines, they were people with pencils (sometimes aided by simple 
machines). Computing involved, and still involves, a lot of moving parts. 
Some parts may be people, some may be electrons, and some may be pieces 
of metal or plastic. Operating on numbers (or on any other form of infor-
mation) always involves a series of transformations, only some of which 
occur inside the chip, the machine, or the person. The terms  ‘ input ’  and 
 ‘ output ’  express the moments at which numbers pass from inside the 
computer to outside it, but many things happen to those numbers before 
they become input and after they become output. Every calculation 
requires time, energy, and human attention.  1   These expenditures of energy 
and limited resources in the processing of numbers can be called  computa-
tional friction . 

  ‘ Friction ’  is a metaphor, of course, but it is an apt and a deep one. In 
physical systems, friction means resistance. It occurs at the interfaces 
between objects or surfaces. It consumes kinetic energy and produces heat. 
Friction between moving parts consumes substantial amounts of the 
energy required to operate any mechanical device. Machines transform 
energy into work; friction reduces the amount of work they can do with 
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a given input. Information systems transform data (among other things) 
into information and knowledge. Computational friction opposes this 
transformation; it expresses the resistance that must always be overcome, 
the sociotechnical struggle with numbers that always precedes reward. 
Computational friction reduces the amount of information and knowledge 
that can be extracted from a given input; engineers, mathematicians, com-
puter scientists, and others spend a great deal of time seeking ways to 
reduce it. 

 Computational friction includes not only the physical and economic 
limits on processor speed and memory capacity, but also the human work 
involved in programming, operating, debugging, and repairing computers. 
Friction arises from round-off errors in repetitive calculations and from 
program bugs. It also appears in crucial but often ignored social work — for 
example, the effort involved in convincing others to accept as valid the 
results of calculations so extensive they could never be directly reviewed 
by human beings (e.g. global circulation model outputs), and the second-
ary calculations (e.g. statistical tests) used to validate such results. 

 Whereas computational friction expresses the struggle involved in trans-
forming data into information and knowledge, the complementary concept 
of  data friction  expresses a more primitive form of resistance. Like computa-
tion, data always have a material aspect. Data are  things .  2   They are not just 
numbers but also numerals, with dimensionality, weight, and texture. 
 ‘ Data friction ’  refers to the costs in time, energy, and attention required 
simply to collect, check, store, move, receive, and access data. Whenever 
data travel — whether from one place on Earth to another, from one 
machine (or computer) to another, or from one medium (e.g. punch cards) 
to another (e.g. magnetic tape) — data friction impedes their movement. 
Since computation is one kind of operation on data, computational fric-
tion and data friction often interact. 

 Climatology requires long-term data from many locations, consistent 
across both space and time. This requirement implies a lengthy chain of 
operations, including observation, recording, collection, transmission, 
quality control, reconciliation, storage, cataloguing, and access. Every link 
in this chain represents an information interface subject to data friction. 
Every point at which data are moved or transformed represents an oppor-
tunity for data loss or corruption; one example of frictional cost is the 
effort involved in attempts to recover or correct lost or corrupted data. 
Interfaces between human beings and machines are points of special vul-
nerability, as are interfaces between organizations. Questions of trust, data 
quality, and access concern not only the numbers but also the people and 
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institutions who recorded and transmitted them and the policies and 
practices of those who hold data and those who control access to data. To 
turn the metaphor back on the atmosphere: friction can also create turbu-
lence. In social systems, friction means confl ict or disagreement, which 
(metaphorically) consume energy and produce turbulence and heat. Both 
computational friction and data friction have both physical and social 
aspects, consuming both physical and human energy. 

 This chapter looks at computational friction and data friction in meteo-
rology in the days before electronic computers, when the materiality of 
both computation and data was more salient. It focuses chiefl y on the fi rst 
half of the twentieth century, when the mathematical techniques of 
numerical weather prediction were fi rst identifi ed and when scientists 
began to commit vast quantities of data to punch cards for machine pro-
cessing. Like the rest of this book, the chapter ’ s approach is semi-chrono-
logical, with occasional fast forwards and rewinds. The goal is an evocative 
sketch rather than an exhaustive account. 

 Computing the Weather 

 Soon after 1900, atmospheric physics made major advances that would 
eventually lead to the resolution of the three-way split between forecasting, 
theoretical meteorology, and empirical climatology. A Norwegian scientist, 
Vilhelm Bjerknes, showed that large-scale weather dynamics could be 
described by what are today known as the  primitive equations  of motion 
and state. For any given individual parcel of air, these equations describe 
how mass, momentum, energy, and moisture are conserved during the 
parcel ’ s interactions with neighboring parcels. Established by various 
branches of physics during the eighteenth and nineteenth centuries, the 
primitive equations include Newton ’ s laws of motion, the hydrodynamic 
state equation, mass conservation, and the thermodynamic energy equa-
tion.  3   This breakthrough paved the way for  “ weather by the numbers. ”   4   

 Bjerknes was hardly the fi rst to see basic physics as the road to a power-
ful theory of meteorology. Indeed, a theoretical tradition known as  dynami-
cal meteorology  had been slowly developing in Europe and the United States 
ever since William Ferrel ’ s work on general circulation in the 1850s. 
Bjerknes ’ s achievement was to create a remarkably parsimonious theory of 
atmospheric behavior from the known laws of fl uid dynamics. 

 Bjerknes ’ s system of equations required only seven variables to describe 
the primary meteorological features: pressure, temperature, density, water 
content, and three variables for motion (the three dimensions). Differential 
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forms of these equations could be solved to project an initial state — a set 
of simultaneous weather observations for a given area — forward in time. 
For the fi rst time, a weather forecast could be calculated objectively (at 
least in principle) from basic physical laws, rather than inferred from maps 
on the basis of subjective experience. With this achievement, Bjerknes 
believed, both observational and theoretical meteorology had attained the 
status of mature sciences. They lacked only two things: suffi ciently dense 
observational coverage and computational methods capable of solving the 
equations. Bjerknes recognized that both of these lacks would be exceed-
ingly diffi cult to fi ll.  5   

 On the computational side, the mathematical methods available to 
Bjerknes made solving his equations prohibitively diffi cult. In Bjerknes ’ s 
day, physicists typically approached complex systems of partial differential 
equations either by seeking  “ closed-form ”  solutions or by using analog 
methods. Closed-form solutions exist when equations can be reduced to a 
system that can be solved with a bounded number of well-known opera-
tions. Such solutions are, however, rarely possible for complex physical 
equations. 

 Analog methods are essentially ways of substituting measurement for 
analysis or calculation by modeling, or simulating, the system in question. 
One analog technique involves building a physical scale model. Examples 
include the wind tunnels used to observe airfl ow around scale model air-
craft or automobile bodies and the huge concrete models of the San 
Francisco Bay and the Zuider Zee built to study water fl ows in tidal basins.  6   
If you can make such a model, you can bypass most calculation. Instead, 
you simply measure the model ’ s behavior. If the model is a good analog —
 that is, if it behaves much like the system you want to know about — you 
can simply scale up your measurements of the model. But many of the 
forces that govern planetary atmospheres, such as gravitation, simply 
cannot be modeled on a small scale. 

 Another analog technique involves physical models that simulate some 
but not all of the target system ’ s characteristics. In the 1940s and the 
1950s, atmospheric scientists did experiment with physical models, such 
as  “ dishpan ”  analogs that simulated atmospheric fl ows by means of a rotat-
ing bowl or tank (like the Earth) fi lled with a viscous fl uid (like the atmo-
sphere) and exposed to a heat source (like the sun).  7   Here too, the large 
differences between the physical model and the real atmosphere made the 
technique too unrealistic for accurate simulation. 

 A third, less direct analog method involves creating physical or electrical 
components whose behavior resembles that of a desired mathematical 
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function. For example, an amplifi er that triples the strength of an incom-
ing signal can be used to simulate multiplication by 3. By combining a 
series of components, complex equations can often be simulated without 
the need for calculation with numbers. One simply measures the fi nal 
result (e.g. by means of a needle that indicates signal strength). 

 Numerical approximation was another alternative, but it posed formi-
dable challenges. This technique requires working out fi nite-difference 
equations that approximate the differential equations, then solving them 
numerically. In Bjerknes ’ s day, numerical techniques required vast amounts 
of tedious hand calculation. Pre-calculated, carefully checked tables listing 
numerical solutions to common functions could relieve some but by no 
means all of this work. Mechanical calculating aids, such as adding 
machines, could also help. Yet in Bjerknes ’ s day there was usually no way 
to avoid a very large number of steps requiring human computers.  8   So 
numerical methods were labor intensive, time consuming, and prone to 
error. On top of that, they often resulted only in crude approximations, 
since mathematicians were just beginning to work out accurate methods 
of numerical analysis. This meant that no scientist used computational 
techniques for complex equations unless he or she lacked any other alter-
native. As we will see, the problem of numerical methods soon became a 
fundamental concern of meteorology. 

 Bjerknes and his colleagues attempted to simplify the primitive equa-
tions and, at the same time, elaborated an analog  “ graphical calculus ”  that 
would eliminate much of the calculation involved. This technique 
employed maps specially prepared from observational data. Forecasters 
applied graphical tools, similar to many other such tools then in use, to 
compute future changes from the maps. One such tool was the  nomograph , 
consisting of two or more straight or curved graduated lines, each repre-
senting a variable. To determine an unknown value, the user would connect 
known values on two of these lines with a straightedge, then read the 
solution given by the intersection of the straightedge with another line on 
the nomograph. The slide rule, the most basic scientifi c computing device 
of the fi rst half of the twentieth century, used a similar process. Such 
methods were quicker and easier, in many cases, than pre-calculated func-
tion tables, though less accurate. 

 Using the graphical method, forecasters could apply relatively complex 
mathematics with little calculation. The degree of precision such proce-
dures could offer was low, typically two or three signifi cant fi gures at best. 
However, in most cases they were little less accurate than the data to which 
they were being applied, and there was no real alternative. For these 
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reasons and others, analog computing — graphical aids, nomographs, slide 
rules, mechanical and electromechanical differential analyzers, and other 
technologies — remained the preferred method of scientifi c computation 
until the advent of digital computers in the 1950s, and even beyond.  9   

 Unfortunately, Bjerknes ’ s graphical calculus proved diffi cult to use. 
Despite extensive efforts to develop a usable version, it was not applied 
successfully to forecasting until the 1950s, when it was soon superseded 
by computer-based numerical methods. Largely for this reason, Bjerknes ’ s 
theoretical meteorology — though widely hailed by other scientists — failed 
to beget the institutional success he sought for his scientifi c program and 
his own career. In his intellectual biography of Bjerknes, Robert Marc 
Friedman has argued that this disappointment led the scientist to develop 
a new, pragmatically oriented forecasting system during World War I.  10   
This system, which did not depend on the primitive equations, resulted in 
part from improvements in observing networks, the other remaining 
 “ detail ”  in a mature dynamical meteorology. 

 World War I and Meteorology 

 During much of World War I, Bjerknes lived in Leipzig, where the Germans 
dragooned his small meteorological institute into military service. From 
this vantage point, Bjerknes observed — and to some extent assisted — the 
transformation of German meteorology from a prewar network with only 
twenty upper-air stations to  “ an intricate, dense network of stations behind 
all the fronts, ”  taking both surface and upper-air observations at least three 
times a day and exchanging these by wireless telegraphy and fi eld tele-
phone. According to Friedman, the war  “ transformed meteorology ”  not 
only in Germany but in all combatant nations, and after 1914, Friedman 
argued,  “ weather began to be perceived and used differently. ”   11   

 Detailed weather information was helpful to ground troops and to naval 
units, of course, but its greatest utility lay in artillery rangefi nding and in 
fl ight assistance for zeppelins and airplanes. Since these operations required 
information about wind speed and direction at altitude, meteorologists 
engaged in systematic, fi ne-grained observation of the upper air for the 
fi rst time. Instruments carried on board military aircraft returned an 
unprecedented number and frequency of upper-air measurements. In 
1900,  “ aerology ”  (the study of the atmosphere above the surface) was an 
emerging subfi eld. But its chief observing platforms — instrumented bal-
loons and kites — were diffi cult to use, and only a few dozen aerological 
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stations operated routinely before World War I. Wartime meteorologists 
expanded and standardized these upper-air networks. 

 Most international exchange of weather data ceased immediately 
upon the outbreak of war in 1914. By forcing nations to rely solely on their 
own meteorological resources, this interruption helped to increase the 
density of observing networks. Military forces on both sides — not only 
on the muddy battlefi elds of France but also on the North Sea and the 
Atlantic Ocean, and eventually throughout the colonial world — needed 
accurate weather forecasts more than ever. Therefore, all the major combat-
ants created or vastly augmented their military weather services. The US 
Army Signal Corps, for example, delivered three-dimensional weather 
reports to its parent service every two hours, a previously unprecedented 
frequency and level of detail.  12   The urgency of military needs led to heavy 
national investments in training and data collection. Owing to the 
concentration on practical techniques at the expense of theoretical work, 
that same urgency further promoted the split between forecasters and 
theorists. 

 The experience of the United States illustrates the war ’ s effects. In 1904 
the US Weather Bureau employed hundreds of observers. It had more than 
200 paid weather stations, about 3700 unpaid observing stations, and an 
overall budget of almost $1.4 million.  13   Yet forecasting itself remained the 
highly specialized occupation of a small number of people. A handful of 
central forecasting centers collected observations and issued synoptic pre-
dictions for the entire country, distributing them by telegraph to local 
Weather Bureau offi ces.  14   

 With the outbreak of World War I, the United States, like other combat-
ant nations, scrambled to train new forecasters. The US Army Signal Service 
and the Blue Hill Observatory (near Boston) trained several hundred mete-
orologists during the war, in crash courses of a few months ’  duration. Many 
of these trainees continued in the fi eld after the war ’ s end.  15   The courses 
covered some physics, and many recruits already had some scientifi c edu-
cation. But the essential skills taught were pragmatic: how to plot a weather 
map from data, and how to make a forecast from a map. 

 The most popular forecasting method in use during this period was an 
analog technique. Forecasters would chart the current set of observations, 
then look through a library of past maps to fi nd the one that most resem-
bled the new chart. Once you had found a reasonably similar map, you 
looked at how the past situation had evolved and based your forecast on 
that. Instructors directed forecasters in training to study the map library 
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intensively. Choosing from among thousands of maps the one that most 
nearly resembled the current situation was a pattern-matching skill requir-
ing years of practice and a prodigious memory. The emphasis on practical 
training and experience, rather than physics, refl ected the ongoing split 
between forecasters and theorists in meteorology. 

 Before World War I, academic research institutions in the United States 
generally considered meteorology a peripheral, if important, element of 
either geology or geography. As late as 1910, US universities had awarded 
a grand total of only three doctorates in meteorology or climatology. By 
1919, some 70 of 433 US institutions of higher education offered courses 
in meteorology or climatology, but only eight of these colleges and uni-
versities listed more than two courses in these fi elds. These fi gures refl ect 
the general view of meteorology as a practical profession or a component 
of a larger fi eld rather than a research science in its own right. Even into 
the 1930s, only three US Weather Bureau staff members held PhDs. 
Scientifi c meteorology was somewhat better established in European uni-
versities, and research goals were more signifi cant to European weather 
services. But everywhere national weather services, rather than research 
institutions, remained by far the largest employers of meteorologists. 
Within these services, weather prediction was regarded as a form of practi-
cal work, rather than a research science. 

 Bjerknes ’ s own professional career refl ected this trend. Failing to garner 
substantial support for his theoretical research, he had turned his attention 
to forecasting. In 1917 he returned to Norway at the invitation of the 
government, which offered him the chance to build a major meteorologi-
cal institute. There he applied the lessons he had learned in wartime 
Germany. Bjerknes and his collaborators — most notably his son Jacob, Tor 
Bergeron, and Halvor Solberg — redefi ned the basic concepts of weather 
prediction. 

 The Victorian meteorologists had emphasized the location and move-
ment of high-pressure and low-pressure zones at the surface, where virtu-
ally all the data then available were collected. To these concepts, the 
Bergen School (as it came to be known) added the vertical dimension, now 
under systematic instrumental observation for the fi rst time. Bjerknes ’ s 
group came to visualize weather as the collision and confl ict of discontinu-
ous  “ masses ”  of air.  16   Each mass was marked by different characteristics, 
especially temperature, pressure, and humidity. Storms and other signifi -
cant phenomena occurred where two masses collided, along a  “ front ”  (a 
term whose military resonance refl ects its context of origin).  17   Much of the 
cartographic symbolism and much of the vocabulary of air-mass analysis 
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(cold, warm, and stationary fronts; polar fronts; occlusion) remains in use 
today. 

 Developed in 1919 and 1920, the Bergen School ’ s notion of the  “ polar 
front ”  proved especially signifi cant to the globalization of meteorology. 
The polar front, as the Bergen School conceived it, was a single major 
surface of discontinuity where cold polar air collided with the warmer air 
of lower latitudes (  fi gure 5.1 ). Typically, the polar front encircled the North 
Pole at around the latitude of northern Europe. Smaller-scale weather 
phenomena developed around this larger one, which functioned as a prime 
mover in the Bergen system. Since it implied that weather formed a unifi ed 
system across the globe ’ s high latitudes, the concept of the polar front 
added urgency to calls for international exchange of weather data, espe-
cially between North America and Europe. The concept also began to focus 
the attention of forecasters (as opposed to theorists) on the global circula-
tion, although it would be several decades before the latter became a 
dominant theme in forecasting.   

 Most of the upper-air networks developed during World War I collapsed 
when the war ended, leaving Bergen School meteorologists without access 
to data they needed for their physics-based approach. Eventually, they had 
to accept that  “ without upper-air observations, nothing useful could be 

 Figure 5.1 
 A representation of a polar front, from an early publication on the idea.  

  Source : V. Bjerknes,  “ The Meteorology of the Temperate Zone and the General 

Atmospheric Circulation, ”   Monthly Weather Review  49, no. 1 (1921), 2. 
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done by starting out from the laws of physics, for all parts of the atmo-
sphere interact, but the weather charts at that time showed only the condi-
tions at sea level. ”  So they developed a set of simple, practical mathematical 
techniques for forecasting in the absence of such data. Sverre Petterssen —
 later famous for his role in forecasting weather for the 1944 invasion of 
Normandy — recalled: 

 What I did was develop a series of simple mathematical expressions for the velocity, 

acceleration, and rate of development of weather fronts and storm centers, without 

asking  why  and  wherefore . I had to be satisfi ed with just,  it is so . . . . My Bergen 

colleagues were skeptical: any  ‘ method ’  that was not rooted in the laws of physics 

was hardly a method at all. True! But what little I had done was useful, and it was 

the only thing that could be done at the time.  18   

 In the interwar years, the success of Bergen School predictive methods 
actually deepened the division between forecasting and theoretical meteo-
rology. Bergen School techniques dominated forecast meteorology from 
the 1920s until the 1950s and beyond (although a few national weather 
services — most notably that of the United States — did not adopt them until 
the 1930s). Its three-dimensional approach made the Bergen method espe-
cially valuable in the 1920s as the age of commercial air travel dawned. It 
could forecast things pilots needed to know about, such as visibility, cloud 
ceilings, and cloud forms, which previous prediction systems had ignored. 

 Though Bjerknes ’ s earlier work had helped to place meteorology on a 
physical-theoretical footing, the techniques and concepts promoted by the 
Bergen School in the 1920s were descriptive, not theoretical. The primary 
forecasting techniques of frontal analysis were in fact cartographical rather 
than mathematical. They vindicated the empiricist approach to meteorol-
ogy. Bjerknes, as Frederik Nebeker puts it,  “ the man who became known 
as the advocate of calculating the weather, and as the advocate of meteo-
rology based on the laws of physics, ”  was also (ironically)  “ the man who 
initiated the development of a set of effective techniques that were neither 
algorithmic nor based on the laws of physics. ”   19   In retrospect, much later, 
Tor Bergeron himself argued that the Bergen method ’ s success, by focusing 
attention on prediction at the expense of theoretical understanding, prob-
ably delayed meteorology ’ s unifi cation by as much as several decades.  20   

 The Forecast-Factory 

 The triumph of the Bergen practical program did not mean that Bjerknes ’ s 
theoretical researches went entirely ignored. Indeed, they became the 
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subject of a full-scale test not long after the Great War ’ s end. In 1922, the 
English mathematician Lewis Fry Richardson attempted the fi rst actual 
forecast based on a numerical (rather than analytical) solution of Bjerknes ’ s 
primitive equations for the seven basic variables: pressure, density, tem-
perature, water vapor, and velocity in three dimensions.  21   To do this, 
Richardson invented new mathematical methods involving fi nite-
difference techniques. 

 Differential equations involve derivatives, which express a relationship 
among variables as one of them — in physics, usually time — approaches 
zero (e.g.  dx/dt,  the derivative of distance  x  with respect to time  t ). Analytical 
solutions, when they are possible, resolve derivatives  “ to the limit, ”  that 
is, across an infi nitely small interval or  “ difference ”  — hence the phrase 
 “ differential equation. ”  By contrast, fi nite-difference methods replace these 
derivatives with ratios between  fi nite  numbers. For example,  dx/dt  might 
be replaced with    x/  t : a fi nite change in distance  x  divided by a fi nite 
change in time  t . A common quantity expressing such a relationship is 
 “ miles per hour. ”  

 In effect, fi nite-difference methods reduce calculus to arithmetic. 
Because they transform operations on variables into operations on numbers, 
methods like these are called  numerical . Finite-difference methods can 
generate only approximate solutions, however, because the time interval 
is fi nite rather than infi nitesimal. Crucially, they assume that the value of 
   x/  t  remains constant during the interval    t , although in real physical 
systems it often does not. Continuing the miles-per-hour example, con-
sider a one-hour trip through a city. Over a    t  of one hour, if    x  is 20 miles 
we could say that the driver ’ s speed was 20 mph. Yet during any given    t  
of one minute during that hour, her speed could be anywhere between 
zero (at a stoplight) and 50 mph or more. Indeed, if our driver happened 
to join an impromptu drag race, her speed could rise from zero to 120 mph 
during that minute. Such an absence of constant or smoothly varying rates 
of change in physical systems is called  nonlinearity  and is a chief source of 
the great mathematical complexity of most physics. In general, for non-
linear behaviors, the smaller the time interval used in fi nite-difference 
methods, the better the mathematical approximation. 

 Richardson ’ s forecast system employed a  fi nite-difference grid . On a map 
of Europe, he divided the forecast area into a regular grid along latitude/
longitude lines. This resulted in 18 rectangles with sides around 200 km 
long (2 °  latitude by 3 °  longitude), representing an area somewhat larger 
than Germany and centered, roughly, on G ö ttingen. The grid also extended 
vertically, with one layer at the surface and four more above it up to about 
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12 km. In this way Richardson obtained 90 three-dimensional grid cells. 
Making the assumption (for simplicity) that within each cell the values of 
the seven variables were constant, he set himself the task of calculating 
the change in these variables for a single time interval of six hours — that 
is, of computing a retrospective weather forecast.  22   

 Richardson began with data from an  “ international balloon day ”  in 
1910. A number of European stations had gathered simultaneous observa-
tions from weather balloons, providing an unusually complete set of data 
that included the vertical variables Richardson needed. But the irregular 
spacing of actual stations did not match the abstraction of Richardson ’ s 
regular grid. Nor were observations available from every grid cell, even for 
this unusually well-covered time interval. This condition forced Richardson 
fi rst to interpolate values at the center of each grid square from the avail-
able observations. As we will see, the task of interpolating real-world 
observations to the abstract grids of models remains a crucial element of 
meteorological practice today. 

 Richardson developed many ingenious simplifi cations to make his cal-
culations easier. A practical man, he constructed 23  “ computing forms ”  
that laid out, step by step, the arithmetical operations to be performed on 
the data. A hypothetical forecaster would simply enter the required data 
and carry out operations as instructed. The forms, in effect, constituted a 
program, i.e., an  algorithm  by which forecasting could be reduced to a 
mechanical series of operations on numerical data. After about six weeks 
of tedious calculation, Richardson arrived at the calculated six-hour fore-
cast for May 20, 1910. 

 The burden of calculation led Richardson to propose a fanciful solution 
which he called the  “ forecast-factory. ”  The  “ factory ”  — really more like a 
numerical orchestra for global weather prediction — would have fi lled a vast 
theater with 64,000 human computers: 

 Imagine a large hall like a theatre, except that the circles and galleries go right round 

through the space usually occupied by the stage. The walls of this chamber are 

painted to form a map of the globe. The ceiling represents the north polar regions, 

England is in the gallery, the tropics in the upper circle, Australia on the dress circle 

and the Antarctic in the pit. A myriad computers are at work upon the weather of 

the part of the map where each sits, but each computer attends only to one equa-

tion or part of an equation. The work of each region is coordinated by an offi cial 

of higher rank. Numerous little  ‘ night signs ’  display the instantaneous values so that 

neighboring computers can read them. Each number is thus displayed in three 

adjacent zones so as to maintain communication to the North and South on the 

map. From the fl oor of the pit a tall pillar rises to half the height of the hall. It 
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carries a large pulpit on its top. In this sits the man in charge of the whole theatre; 

he is surrounded by several assistants and messengers. One of his duties is to main-

tain a uniform speed of progress in all parts of the globe. In this respect he is like 

the conductor of an orchestra in which the instruments are slide-rules and calculat-

ing machines. But instead of waving a baton he turns a beam of rosy light upon 

any region that is running ahead of the rest, and a beam of blue light upon those 

who are behindhand. 

 Four senior clerks in the central pulpit are collecting the future weather as fast as it 

is being computed, and despatching it by pneumatic carrier to a quiet room. There 

it will be coded and telephoned to the radio transmitting station. Messengers carry 

piles of used computing forms down to a storehouse in the cellar. 

 In a neighbouring building there is a research department, where they invent 

improvements. But there is much experimenting on a small scale before any change 

is made in the complex routine of the computing theatre. In a basement an enthu-

siast is observing eddies in the liquid lining of a huge spinning bowl, but so far the 

arithmetic proves the better way. In another building are all the usual fi nancial, 

correspondence and administrative offi ces. Outside are playing fi elds, houses, moun-

tains, and lakes, for it was thought that those who compute the weather should 

breathe of it freely.  23   

 Noteworthy in Richardson ’ s beautiful fantasy — depicted here in a recent 
artist ’ s conception (  fi gure 5.2)  — are the forecast-factory ’ s global coverage 
and his description of a multiple-medium telecommunications network for 
disseminating forecasts. This was truly the world in a machine.    

 Nonetheless, Richardson thought that even this impossible apparatus 
would permit calculating the weather only about as fast as it actually 
happens, rendering it useless as a forecast technique. This sobering assess-
ment of the computational requirements of numerical modeling discour-
aged meteorologists from further attempts to apply Richardson ’ s technique 
until the advent of electronic digital computers in the 1940s. Perhaps 
even more damaging than the impracticality of Richardson ’ s method was 
the complete failure of his test forecast. An error in his equations led to a 
surface pressure prediction 150 times larger than the actual observed 
change. Paradoxically, then, the most time-consuming, precisely calcu-
lated forecast in history was also among the least accurate ever prepared 
by any method. Like Napier Shaw, who also remarked on the signifi cance 
of this forecast failure, Frederik Nebeker sees this as a principal reason 
why meteorologists abandoned the numerical approach for the next 
25 years: 

 Most people today who know of [Richardson ’ s] work see it as an important piece of 

science out of its place in time and see Richardson as an ignored genius. Neither 
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view is correct. Far from being out of its place in time, Richardson ’ s work was a full 

trial of the leading research program of his time. Far from being ignored, Richardson ’ s 

work was widely noticed and highly regarded, and as a result it had a highly impor-

tant effect — it directed meteorologists elsewhere. In short, Bjerknes pointed out a 

new road, Richardson traveled a little way down it, and his example dissuaded 

anyone else from going in that direction until they had electronic computers to 

accompany them.  24   

 Richardson ’ s striking metaphors of calculation as factory, theater, 
church, and orchestra reach to the heart of computing as a coordinated 
human activity that harmonizes machines, equations, people, data, and 
communication systems in a frenetic ballet of numerical transformation. 
At the same time, they stand in stark contrast to today ’ s dominant meta-
phors of computation, which are mostly individual: the brain, memory, 
neurons, intelligence. Richardson ’ s forecast-factory remains a better de s-
cription of the practical reality of computing. The limits of computer 
power, even today, stem from these human and material dimensions. 

 Figure 5.2 
 A contemporary illustration, by Fran ç ois Schuiten, of Richardson ’ s  “ forecast-

factory. ”  



Friction 97

  “ The Complete Statistical Machine ”  

 Getting one instrument reading is easy enough. It is when you are trying 
to collect a lot of readings, from a lot of places, that the moving parts begin 
to rub together and you start losing energy to the process. Even ink on 
paper weighs a great deal when you ’ re talking about millions or billions 
of numbers, and moving paper around the planet is slow and expensive. 
So instead of publishing tables, you try to move the data some other way: 
by telegraph or teletype, for example, if you lived in the early part of the 
twentieth century. Then you begin to get more interfaces: between the 
original measurement and a meteorological code (for economical telegraph 
transmission), between the telegraph form and the telegraph key operator. 
There are more: between the sending operator and the receiving operator, 
the receiving operator and another paper form, the Morse code transmis-
sion and the decoded message, and so on. At every interface, dissimilar 
data surfaces make contact. Some of these surfaces are human; they make 
mistakes, argue, and negotiate. Every interface slows you down and eats 
up energy. All that friction generates errors and noise, like sparks fl ying off 
a concrete saw. 

 By the early twentieth century, data friction helped to create, and then 
to widen, a split between the data used by forecasters and those required 
by climatologists. In the pre-computer era, the two subfi elds labored under 
quite different constraints. Forecasters did not want or need large volumes 
of data. The forecast techniques at their disposal did not benefi t much 
from higher resolution. Even more important, the forecasters themselves 
could not process larger data volumes in the few hours available. For them, 
a well-distributed, reliable network that could bring in data quickly was far 
more important. Synoptic stations required direct access to telegraph, 
teletype, and other electronic communication systems in order to transmit 
their data immediately to central forecast centers. Because of these con-
straints, until World War II American forecasters used only data from the 
roughly 300 stations in the synoptic network staffed by professional 
Weather Bureau observers.  25   

 The opposite was true of climatology. Not constrained by real-time 
operations, climatologists wanted every scrap of data they could get, and 
from a much denser network of stations. Climatological stations kept their 
own records and fi led periodic reports by mail (generally monthly); by 
1939 the US cooperative observer network included some 5000 stations 
manned by volunteers. As with the R é seau Mondial, climatological reports 
arrived at centers of calculation more slowly and required far longer 
(months) to process and publish. 
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 In climatology, time itself is an interface between two data surfaces: the 
present and the past. Thus, while both forecasters and climatologists 
wanted observations standardized across geographical space, climatologists 
also wanted data to be standardized over time. Changes in observing 
systems created serious discontinuities in climatological data series. For 
example, the replacement of one kind of barometer with another, the 
construction of large buildings near a station, or the alteration of standards 
such as observing hours nearly always produces changes in a station ’ s 
instrument readings. No matter how slight, such changes could affect 
climatological averages, sometimes rather dramatically. (See chapter 11.) 
Forecasters might have to adjust their systems to accommodate such a 
change, but having done so they could more or less forget about it. By 
contrast, climatologists were faced with reconciling data across time. To 
combine ten years ’  readings taken by one kind of instrument (say, an 
unshielded thermometer) with another ten years ’  readings taken by another 
kind of instrument (say, a shielded thermometer) required adjustments (for 
example, adding half a degree to the unshielded thermometer readings to 
account for the cooling effect of wind blowing across the thermometer 
bulb). As more and more network elements and standards were repeatedly 
altered in the name of improving the forecasting system, these adjustments 
became increasingly complex. 

 These differing needs and approaches were refl ected in an institutional 
split between forecasting and climatology. In the United States, the advent 
of professional Signal Service forecasting in the 1880s orphaned the 
Smithsonian Institution ’ s cooperative observer network, leaving once-
enthusiastic observers with nowhere to report their measurements. As a 
result,  “ purely climatological work practically ceased ”  for most of that 
decade.  26   By 1890 the Weather Bureau had revived the cooperative observer 
network. By 1908 the climatological network comprised more than 2000 
stations; by 1941 there were almost 5000 stations, staffed almost entirely 
by volunteers. Thus, one consequence of the split between forecasting and 
climatology was the rise of parallel overlapping networks for collecting and 
handling weather data. 

 Statistical climatologists made the most use of the ever-growing stores 
of climate data. As data accumulated and international communication 
infrastructures improved during the interwar years, statistical techniques 
grew more refi ned and complex. Manual handling and analysis of data 
became increasingly unwieldy. A major innovation in data processing 
arrived with punch-card tabulating equipment. Invented for the US Census 
Bureau around 1890 by Herman Hollerith, punch-card machines were 
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initially capable only of recording, counting, and sorting. By the 1920s, 
however, they had grown much more sophisticated, adding multiplication 
and other mathematical capabilities. Meanwhile, Hollerith ’ s successful 
company evolved into the business machine giant IBM, with divisions 
throughout Europe. 

 European climatologists fi rst began using punch-card equipment for 
statistical calculation in the 1920s, primarily for analysis of ships ’  weather 
logs. In 1927, the Czech meteorologist L. W. Pollak developed an inexpen-
sive hand punch. He distributed one to every Czech weather station, 
enabling it to record and submit data directly on punch cards. In 1928 the 
Czechoslovak Republic ’ s State Statistical Offi ce pressed the International 
Meteorological Organization to introduce punch-card recording on a 
worldwide basis; it even offered to supply uniform cards to IMO-nominated 
weather stations and to process the cards for the whole world. Reiterating 
dreams expressed in the earlier project of the R é seau Mondial, Pollak pro-
posed to  “ make the necessary arrangements for an expedient, unifi ed 
observational and publishing activity, ”  a proposition approved by the 
International Meteorological Committee in 1929. However, his vision of a 
 “ Central Meteorological or at least World Climatological Offi ce ”  never 
materialized.  27   (Had the Great Depression and World War II not inter-
vened, perhaps Czechoslovakia might have become the world ’ s leading 
center for climatology.) Though punch-card data processing never was 
quite the universal medium Pollak hoped it would become, by the 1930s 
systems had been deployed in Britain, Holland, Norway, France, and 
Germany as well as Czechoslovakia.  28   Those countries ’  climatological ser-
vices occasionally shared their huge card decks with their counterparts in 
other countries. 

 By the 1930s the United States had also adopted the punch-card tech-
nology. In one of the fi rst Depression-era government make-work projects, 
Civil Works Administration workers punched some 2 million ship log 
observations for the period 1880 – 1933; these were used to prepare an atlas 
of ocean climates. A subsequent Work Projects Administration effort 
punched about 20 million upper-air observations taken by balloon and 
radiosonde.  29   By 1939, many national climatological services employed 
punch-card systems routinely, and the trend gained momentum after 
World War II. 

 Punch-card devices could be potent calculating aids. Electromechanical 
card duplicators, sorters, tabulators, and adders were commonplace offi ce 
equipment by the 1920s. They could deliver output to printers, or punch 
it directly onto new card decks for input into another set of calculations. 
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By the 1940s, the IBM 601 multiplying punch could perform more complex 
calculations. Used in sequence, a series of punch-card machines could solve 
quite diffi cult problems. For example, Manhattan Project physicists used 
them to solve equations for designing the fi rst atomic bombs.  30   Durable, 
inexpensive, easily duplicated, and readable by humans as well as machines, 
punch-card data processing became the technology of choice for input and 
output in virtually all early computers. (See   fi gure 5.3 .) For example, each 
step of the ENIAC forecasts was punched to a card deck, which then 
became input for subsequent operations.  31   Teletype machines and paper 
tape devices were also used in early computers, but to a lesser degree and 
primarily as a way to store programs rather than data.   

 By the late 1940s, some punch-card machines could be programmed, 
using plugboards or punch cards, to carry out long sequences of mathe-
matical operations (including division, which was important for scientifi c 

 Figure 5.3 
 Meteorological punch cards. Image courtesy of National Oceanic and Atmospheric 

Administration. 
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needs). The IBM 604 Electronic Calculating Punch, introduced in 1948, 
could execute a program of up to 60 steps. Unable to perform conditional 
branching, these machines lacked the fl exibility of true computers. 
Nonetheless, in the 1950s these highly reliable, powerful devices became 
the workhorses of most scientifi c computing. However, their slow speed —
 only a few times faster than hand desk calculators, albeit more convenient 
and more accurate for large volumes of data — restricted their use to non-
real-time work, such as climatology and other kinds of statistical analysis. 
Electronic computers largely took over their calculating functions during 
the 1960s, but card readers and punches remained the principal method 
of data entry well into the 1970s. 

 According to a 1948 US military manual, World War II created a genuine 
crisis for climatological data processing. Commanders planning operations 
around the world sought information about local climates. Indeed, the 
military value of long-term climatological information was at least as great 
as that of short-term weather forecasts — and much more likely to be accu-
rate. For many operations planned weeks or months in advance, knowing 
the likely weather conditions troops would encounter was critical. Military 
climatologists purchased a wide variety of special punch-card equipment. 
Yet they recognized that  “ even with the fl exibility of these machines, the 
wide range of requirements presents many problems, whose solutions are 
impractical on present day equipment, ”  and that these devices were  “ still 
far short of the complete statistical machine. ”   32   

 Between 1941 and 1945, the Air Force climatology program recorded 
26,000 station-months of records on about 20 million cards. The program 
acquired a major addition to its library at the end of World War II, when 
Allied forces captured two large card decks from German weather services. 
These decks, representing areas that had been inaccessible to Allied weather 
services during the war, had enormous climatological value. Before being 
shipped to the United States, the 21-ton Kopenhagener Schl ü ssel card deck, 
containing some 7 million cards, sat outdoors in crates on a Dutch dock 
for several weeks. It arrived at its destination waterlogged. In a heroic effort, 
the deck was resurrected by carefully drying the spongy cards and feeding 
them through card duplicators by hand. Keypunch operators re-punched 
thousands of cards too damaged to be read automatically. Similar punch-
card databases of varying sizes existed throughout Western Europe and 
in China, Turkey, Manchuria, Russia, Poland, Finland, Estonia, and 
elsewhere.  33   

 By 1960, the data library at the US National Weather Records Center 
contained over 400 million cards and was growing at the rate of 40 million 
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cards per year. These cards represented all US states and possessions plus 
US-operated weather stations in Antarctica, Korea, France, Germany, 
Greenland, and Japan and on numerous Pacifi c islands.  34   By 1966 the cards 
occupied so much space that the Center began to fi ll its main entrance 
hall with card storage cabinets (  fi gure 5.4 ). Offi cials became seriously con-
cerned that the building might collapse under their weight.  35     

 The 1949 fourth edition of  Machine Methods of Weather Statistics  pro-
jected a global climatological program much like Pollak ’ s 1920s vision of 
a  “ World Climatological Offi ce. ”  The program would have three phases: 

 Phase One . . . , the unifi cation of reporting forms and placement of all current 

observations on cards, is an accomplished fact. 

 Figure 5.4 
 Punch-card storage cabinets in the main entrance hall of the US National Weather 

Records Center in Asheville, North Carolina, early 1960s.  

 Image courtesy of National Oceanic and Atmospheric Administration. 
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 Phase Two, or placing historical data on cards, is progressing quite rapidly, consider-

ing the magnitude of the task. This phase also includes indexing all climatological 

data, in all publications, and securing exchange of punched cards or data with other 

countries. 

 Phase Three, which is just beginning, envisions the establishment of a central 

weather records repository for the receipt, fi ling and servicing of all weather records, 

whatever the originating service or source. Such a repository . . . would be capable 

of servicing the needs of all users of weather material. This would eliminate 

the present confusing and time-consuming situation of having to go to several 

repositories. . . .  36   

 Earlier, Victor Conrad ’ s climatology textbook had expressed the similar 
hope that  “ all nations will eventually agree to an international exchange 
of punched cards, just as they now exchange coded messages and 
publications. ”   37   

 Through the 1950s, armies of keypunch operators created vast card 
libraries manually by reading off data from printed or handwritten 
records. In 1952 one meteorologist scratched his head over the paradox 
that  “ the relatively simple and routine operation of transcription between 
various forms of record is still performed manually, while relatively com-
plicated operations such as communication and involved calculations 
can be performed automatically by machines. ”   38   This remained generally 
true well into the 1960s. As the US Weather Bureau put it in  Climatology 
at Work , 

 . . . the simple card punching machine has not been matched economically. Certain 

types of data which are produced by analogue means, or which can be recorded and 

read graphically, can be converted to high-speed media [for electronic computers, 

i.e. magnetic tape, disk, or drum] by specialized equipment. However,  the bulk of 

weather data used in climatology is still produced manually, and the cold facts of budgets 

require that the fi rst translation be to the punched card .  39   

 Thus, although computers had begun reducing computational friction, 
data friction due to manual processing remained high. 

 Why wasn ’ t the slow, error-prone process of data transcription auto-
mated before routine numerical weather prediction? For example, why 
weren ’ t teletype tapes — already encoded for machine reading — punched 
directly onto cards? This kind of automation was certainly  technically  pos-
sible by the mid 1930s, yet for several reasons no one attempted it on a 
large scale. First and foremost, forecasters cared much more about speed 
than about data volume. They took incoming data directly off the wire, 
selecting only the data their particular methods required. Although many 
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weather stations reported readings every two or three hours, forecasters 
typically used only data from the two main synoptic hours, 00 and 12 
GMT. For synopticians, punch-card machines remained far too slow and 
cumbersome. Climatologists  did  want all the data, but they could wait for 
manual punch-card transcription. Second, the wide variety of meteorologi-
cal codes in use meant that most incoming data still required interpreta-
tion by a human being. Neither punch cards nor teletype tapes lent 
themselves easily to this kind of inspection. Also, not all data arrived by 
teletype; short-wave radio broadcasts in Morse code, which had to be 
transcribed by hand, remained the norm in many parts of the world. Third, 
large amounts of  “ noise ”  in the incoming data required constant quality 
control. In the pre-1950s routines, obvious errors (obvious, that is, to those 
with some experience and training) could be rejected without ever being 
transcribed, which saved precious time. Conversely, incomplete or garbled 
messages — routinely rejected by automated systems — could sometimes be 
salvaged by experienced transcribers, who could recognize the source of a 
partial message and supply the missing information. Finally, on a more 
general level, communication and computing mostly remained function-
ally and technologically separate until the late 1950s, despite considerable 
interplay between their underlying components.  40   With these systems still 
being invented, little if any commercial equipment existed that might have 
helped meteorologists to automate data entry within the severe time con-
straints of forecasting. 

 Simple, reliable, and ubiquitous, punch cards remained the input 
method of choice for the new electronic computers for several decades. 
Thus, although punch-card data processing itself never became the  “ com-
plete statistical machine ”  envisioned by the Air Force, the signifi cance of 
the vast punch-card data libraries must not be underestimated. They lay 
ready to hand when electronic forms of data storage, such as magnetic tape 
and disks, came on the scene in the following decade. Laboriously hand 
corrected and  “ migrated ”  to magnetic tape, these data became fundamen-
tal resources for global climatology.  41   

 From Analog to Digital . . . and Back Again 

 Meteorologists and climatologists of the early 1950s faced not only an 
explosion of data but also a plethora of alternatives for coping with it. 
They were well aware that their choices about how to collect and transmit 
data would also affect how data could be stored, retrieved, and processed. 
Not all of these techniques were digital. 
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 Until recently, if you wanted to know the temperature, you would look 
at a thin glass tube containing a few drops of mercury (or some other fl uid). 
You ’ d sight across the column to the numerical scale beside it, and record 
the closest number as the temperature. Rising and falling as it expands and 
contracts, the mercury column is an analog of the heat contained in the 
atmosphere. It ’ s a physical thing, so it changes continuously, and it knows 
nothing about numbers. Your act of reading the thermometer transforms 
a continuous, infi nitely variable analog quantity into a discrete number, 
such as 75 ° F: a set of digits, which vary discretely or discontinuously. In 
fact the fl uid is almost never precisely on the line marked on the scale, but 
instead slightly above or below it. By setting aside that fact,  you  make the 
observation digital. 

 Well into the 1960s, and even beyond, few sensors of any kind produced 
numerical data directly.  42   Instead, most instruments were analog devices. 
Radiosondes (an instrument package attached to a balloon) provide an 
interesting example. Early radiosondes broadcast readings in the form 
of a single modulated radio frequency. At a ground station, reception 
equipment demodulated the signal and charted it on specially prepared 
graph paper. As the balloon rose, a sensor detected a series of predeter-
mined pressure levels. At each level, the radiosonde would switch fi rst 
its thermometer and then its humidity sensors into the circuit, broad-
casting them on the same frequency. Thus the record produced at the 
ground station showed only periodic changes in the modulated frequency. 
Observers on the ground could tell when the sonde reached a new 
pressure level by the sudden change in the signal. Because they knew 
the order in which the sensors were switched into the circuit, they knew 
that the fi rst change represented temperature and the second one humid-
ity. At the ground station, observers created graphical representations of 
temperature and moisture variation across pressure levels by charting the 
data points and drawing lines between them. These and many other 
analog-digital and digital-analog conversion processes were entirely ordi-
nary in science before computers. As we saw earlier, analog computers and 
computing aids, some of them extremely complex and sophisticated, 
helped scientists model physical systems and solve mathematical prob-
lems.  43   Even today, despite often ideological commitments to the notion 
that digital is inherently better than analog, the most common visual 
representation of data is as a curve on a graph, a continuous rather 
than discrete (digital) form. Likewise, the ultimate output of weather 
forecasting — the weather map, with its continuous curves — is an analog 
representation. 
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 Still, converting data from analog to digital and back again always 
creates friction. By the early 1950s, the many conversion points in the 
atmospheric data network provoked reconsideration of the system as a 
whole. Conversions took time, as did even simple transcription from one 
medium to another. New possibilities for digital data processing inspired 
numerous publications addressing issues in the collection, transmission, 
and processing of data. Consider   fi gure 5.5 , which appeared in a 1952 
analysis of geophysical data processing. The diagram outlines the wide 
variety of paths from measurement to fi nal analysis and data record. 

 Figure 5.5 
 Operations involved in processing geophysical data. Arrows indicate possible data 

paths, some actual and some speculative.  

  Source : J. C. Bellamy,  “ Automatic Processing of Geophysical Data, ”   Advances in 

Geophysics  1 (1952), 4. 
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Analog isotherm maps, for example, might be transmitted by (analog) 
facsimile machine before being gridded and transcribed to punch cards. 
These ideas amounted to early thoughts about automating the weather 
observing system. Perhaps the moving parts in this machine could be 
lubricated. Maybe some of them could even be eliminated altogether.   

 The Third Dimension 

 Bjerknes, the Bergen School, and Richardson ’ s numerical experiment 
clearly established that computed weather forecasts would require two 
things that meteorologists did not have: better, faster computing aids, and 
data from the vertical dimension. Although meteorologists of the interwar 
period regarded aircraft, kite, and balloon sounding networks as extremely 
important, in fact they remained quite limited. As late as 1937 the total 
number of daily airplane soundings available to the US Weather Bureau 
was only about thirty.  44   Radiosondes were fi rst developed in the late 1920s 
and began to replace aircraft sounding for routine weather forecasting 
around 1938. During World War II, when international broadcasts of 
weather data generally ceased, upper-air reports from military aircraft and 
radiosondes became crucial to the combatants. As a result, the number of 
upper-air networks grew rapidly. The US radiosonde network went from 
just six stations in 1938 to 51 stations in 1941 and 335 stations in 1945. 
In the 1950s, the number of stations settled at about 200.  45   Many American 
military airbases built during the war continued to operate afterward, gen-
erating both weather reports and demands for forecasts at ever-higher 
altitudes as the capabilities of military aircraft increased. 

 Unlike the network of ground stations, whose location is fi xed, upper-air 
networks collect data along the variable fl ight paths of carrier platforms. 
Balloons could rise quickly, exposing the vertical structure of the atmo-
sphere, such as its temperature profi le. Tracked by radar, their fl ight paths 
revealed wind speed and direction at different altitudes. Airplanes could 
cover hundreds of kilometers in a few hours. During World War II, high-
fl ying military aircraft fi rst encountered the previously unknown jet 
streams: powerful, relatively narrow high-speed air currents located between 
10 km and 50 km above the ground. The dangers and opportunities jet 
streams posed for air travel made them the object of intensive study. By 
the mid 1940s, upper-air data had confi rmed the theories of Rossby, 
Bjerknes, and others that ground-level weather is largely controlled by 
airfl ows higher up. For these reasons, upper-air data were actually more 
valuable than data from ground stations. 
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 In addition to military needs, the postwar boom in commercial air travel 
amplifi ed the demand for weather reports and forecasts at fl ying altitudes. 
These developments caused a major shift of emphasis in weather forecast-
ing. Rather suddenly, understanding the large-scale circulation at altitude 
acquired real urgency.  “ The general circulation of the Earth ’ s atmosphere, ”  
Hurd Willett noted in 1951,  “ is the primary problem of meteorology 
on which scarcely a beginning has been made.  It is on the solution of this 
that all basic improvement of weather forecasting is now waiting . ”   46   Upper-air 
data from the northern hemisphere began to provide, for the fi rst time, a 
detailed window onto the three-dimensional global circulation. 

 Managing Friction in Forecasting and Climatology 

 By the late 1930s, a real-time weather data network could be said to exist 
in the northern hemisphere between the Arctic Circle and the tropics. 
Throughout Europe and the United States, weather services used teletype 
(an automated form of telegraphy widely adopted in the 1920s) to exchange 
data. Data from more remote locations began to arrive via shortwave radio: 
from ships at sea, from remote island and land stations, and from other 
locations beyond the reach of the telegraph network. Shortwave signals, 
discovered by radio amateurs around 1920, could  “ bounce ”  off the iono-
sphere, traveling thousands of kilometers — even across oceans, if weather 
conditions were right. Although noise in these broadcasts often caused 
errors or incomplete transmissions, in many places shortwave radio rapidly 
displaced telegraph for long-distance communication. The technological 
underpinnings of a global data network were rapidly coming together. 

 The institutional and organizational aspects of data exchange, however, 
lagged far behind. More data might arrive, but in a bewildering variety of 
forms. In the 1945  Handbook of Meteorology , a review article declined even 
to attempt a worldwide survey of meteorological data communication: 

 . . . the currently used codes are far too numerous. There are many reasons for the 

complexity in weather codes and reports: the diversity of elements to be observed, 

the various techniques of observation, variation in the information desired by ana-

lysts in different parts of the word, and lack of uniformity in the codes adopted by 

separate political units are some of the reasons. . . . Many political units use 

International [IMO] codes, [but] others use portions of these codes or have devised 

forms of their own.  47   

 Transmission techniques exhibited similar diversity. Teletype over the 
telegraph cable network was the highly reliable standard, but ordinary 
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telegraph, radio teletype, shortwave radio, point-to-point microwave radio, 
and other systems were also in use. The many interfaces in this multi-
modal network generated tremendous data friction. 

 By the 1930s, the rapidly increasing quantities of data fl owing through 
the global network widened the division between forecasting and climatol-
ogy. The synoptic (weather) data network continued to function as a high-
speed, centralized system based primarily on professional observers working 
for national weather services and military forces. The forecasting system 
managed computational friction in three ways: by limiting data input, by 
centralizing calculation at forecast centers, and by limiting the amount of 
calculation to what could be done in a couple of hours. 

 Friction also affected climatologists, but in a much different way. They 
wanted densely spaced networks, and they did not need instantaneous 
reporting, so their data network became a low-speed, partially decentral-
ized system. Observations could be sent in by postal mail and published 
months or years later. With thousands of volunteer observers as well as 
professionals contributing data, the climatological data network eventually 
grew much denser (at least in some countries) than the weather observing 
system. 

 Climatology decentralized some of its essential calculations. Rather than 
submit the entire weather record, climatological observers typically com-
puted monthly average temperature and rainfall, for example. Central 
collectors, including national climatological services, the World Weather 
Records, and a few individuals, gathered and published these fi gures, rarely 
if ever re-computing them from the original observations. The advent of 
punch-card systems seemed, in the 1930s, to promise a new age, automat-
ing much of the calculation and permitting far more extensive and detailed 
statistical processing. But at the same time, the sheer weight and volume 
of punch-card libraries soon threatened to overwhelm the capacity of 
weather records centers. 

 In the age of the World Wide Web, it is easy to forget that data are 
never an abstraction, never just  “ out there. ”  We speak of  “ collecting ”  data, 
as if they were apples or clams, but in fact we literally  make  data: marks 
on paper, microscopic pits on an optical disk, electrical charges in a silicon 
chip. With instrument design and automation, we put the production of 
data beyond subjective infl uences. But data remain a human creation, and 
they are always material; they always exist in a medium. Every interface 
between one data process and another — collecting, recording, transmit-
ting, receiving, correcting, storing — has a cost in time, effort, and potential 
error: data friction. Computing, too, is always material; there are always 
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moving parts in the overall system. Every calculation costs time, energy, 
and human labor. Computing and automation can reduce those costs, yet 
no matter how smooth and inexpensive calculation may become, there 
will always be some scale of activity at which computational friction can 
slow things to a crawl. These forms of friction helped maintain the separa-
tion of forecasting from climatology, and the separation of  “ weather data ”  
from  “ climate data, ”  well into the computer age. 
 
 
 
 
 



 6     Numerical Weather Prediction 

 Between 1945 and 1965, digital computers revolutionized weather forecast-
ing, transforming an intuitive art into the fi rst computational science. 
Unlike many scientifi c revolutions, this one was planned. Numerical 
weather prediction became the civilian showcase for a machine invented 
in wartime to support specifi cally military needs. Scientists conceived and 
carried out the fi rst experiments with numerical forecasting in the earliest 
days of electronic computing, years before commercial computers became 
widely available, as a joint project of American military research agencies 
and the US Weather Bureau. A principal architect of that project was John 
von Neumann, who saw parallels between the science of nuclear weapons 
and the nonlinear physics of weather. 

 This chapter reviews that story not only as revolution, but also as a step 
toward infrastructural globalism. Computer models for weather forecasting 
rapidly came to require hemispheric data, and later global data. Acquiring 
these data with suffi cient speed demanded automatic techniques for data 
input, quality control, interpolation, and  “ bogusing ”  of missing data 
points in sparsely covered regions. The computer itself helped solve these 
problems, but their full resolution required substantial changes to the 
global data network. Like all infrastructure projects, these changes involved 
not only scientifi c and technological innovation, but also institutional 
transformation. 

 By the mid 1950s, weather services had begun to deploy computerized 
numerical weather prediction models in operational forecasting. Having 
established the potential of numerical models for short-term prediction, 
researchers moved on to create general circulation models, which could 
simulate global atmospheric motions not only over periods of days and 
weeks, but over months, years, decades, or more. In the long run these 
models made it possible for forecasting and climatology to base their 
methods in physical theory, to use each other ’ s data, and eventually to 
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converge upon an intimate scientifi c connection they had not enjoyed 
since the nineteenth century. Because of this close relationship between 
numerical weather prediction and climate modeling, this chapter covers 
the early years of numerical weather prediction in considerable detail. 

 Weather as a Weapon 

 After World War II, with Europe partitioned and the Cold War looming, 
many scientists and engineers who had been involved in urgent, inter-
disciplinary, and fascinating wartime projects continued to consider 
military problems a natural part of their research agenda.  1   The fact that 
military agencies provided most of the available research funding in the 
postwar United States amplifi ed this effect. In a process I have called 
 “ mutual orientation, ”  scientists and engineers oriented their military spon-
sors toward new techniques and technologies, while the agencies oriented 
their grantees toward military applications. This relationship mostly pro-
duced general directions rather than precise goals; rarely did military 
funders require scientists to specify exactly how their research might be 
used by the armed forces. Nonetheless, military funders did expect that at 
least some of the work they paid for would ultimately lead to weaponry 
or to other forms of strategic advantage, including useful practical 
knowledge.  2   

 Mutual orientation played a substantial role in the origins of numerical 
weather prediction. Since weather affects virtually every aspect of battle-
fi eld operations, accurate weather forecasts have great military value. The 
vast increase in upper-air data collection during World War II occurred 
because military aviators needed to know about conditions in the upper 
atmosphere; with missiles and high-fl ying jet aircraft joining the arsenal, 
these needs would only grow. Radar, another product of World War II, also 
increased the observational abilities of meteorologists.  3   

 If weather could be predicted, some thought, it might also be controlled. 
This too could have profound military implications. General George C. 
Kennedy of the Strategic Air Command claimed in 1953 that  “ the nation 
which fi rst learns to plot the paths of air masses accurately and learns to 
control the time and place of precipitation will dominate the globe. ”   4   
Rainmaking by seeding clouds with dry ice or silver iodide, discovered and 
developed in 1946 – 47, seemed to some — including the physicist and 
chemist Irving Langmuir, a major proponent — to offer the near-term pros-
pect of controlling precipitation. Respected scientists, both American and 
Soviet, believed in the mid 1950s that the Cold War arms race would 
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include a new struggle for  “ meteorological mastery. ”  Proponents of weather 
control often compared the tremendous amounts of energy released by 
atomic weapons with the even greater energy contained in weather systems, 
and they sought the ability to alter climate as a possible weapon of war. 
By January 1958, in the aftermath of Sputnik,  Newsweek  warned readers of 
a  “ new race with the Reds ”  in weather prediction and control.  5   

 The key to numerical weather prediction was the electronic digital 
computer, itself a product of World War II military needs. The principal 
wartime American computer project, the University of Pennsylvania ’ s 
ENIAC, had been designed under contract to the Army ’ s Aberdeen Proving 
Ground, where the production of ballistics tables had fallen far behind 
schedule. But the machine was not completed until the fi nal months of 
1945. John von Neumann, among the twentieth century ’ s most famous 
mathematicians and a major fi gure in World War II – era science, joined the 
ENIAC team when he recognized its relevance to the Manhattan Project, 
to which he served as a consultant. He contributed to the design of ENIAC ’ s 
successor, the EDVAC, and also suggested the ENIAC ’ s fi rst application: 
mathematical simulation of a hydrogen bomb explosion.  6   

 Von Neumann also conceived the computer ’ s application to weather 
prediction. Both the hydrogen-bomb problem and the issue of weather 
prediction were essentially problems of fl uid dynamics, an area of particu-
lar scientifi c interest to von Neumann.  7   But von Neumann ’ s interest in 
weather prediction was connected to the bomb in other ways too. As a 
Hungarian  é migr é , he felt a deep personal commitment to American mili-
tary prowess in the emerging Cold War. During hearings on his nomina-
tion to the postwar Atomic Energy Commission, von Neumann announced: 
 “ I am violently anti-Communist, and I was probably a good deal more 
militaristic than most. . . . My opinions have been violently opposed to 
Marxism ever since I remember, and quite in particular since I had about 
a three-month taste of it in Hungary in 1919. ”   8   If weather could become 
a weapon, von Neumann wanted to see that weapon in American hands. 

 Weather Forecasting as a Demonstration of Digital Computer Power 

 At the end of World War II, electronic digital computing was in its earliest 
infancy. Only a handful of prototype machines existed in the United 
States, Great Britain, and Germany.  9   No computer meeting the full modern 
defi nition — electronic and digital, with both programs and data stored in 
main memory — actually operated until 1948. Commercial computer man-
ufacturers did not make a sale until about 1950, and military customers 
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snapped up most of the fi rst machines. A robust civilian market did not 
develop until the latter half of the 1950s. 

 The celebrated Electronic Numerical Integrator and Calculator (ENIAC) 
was really a proto-computer.  10   Programmers had to set up its operations 
using plugboards and switches in a tedious process that required a new, 
painstakingly worked out set of connections for every problem (  fi gure 6.1 ). 
ENIAC contained some 18,000 fragile vacuum tubes, consumed 140 kilo-
watts of electric power, required a forced-air cooling system to keep from 
catching fi re, and suffered downtime of about 50 percent due to tube fail-
ures and other technical problems. Though ENIAC gained tremendous 
fame for its unprecedented speed, it and its immediate successors were 
far from ready to handle routine computation, especially for problems 
(such as weather prediction) for which time pressure was severe. 
Nonetheless, news of the ENIAC galvanized the international scientifi c 
community.   

 Von Neumann ’ s most important contribution to computing lay not in 
the ENIAC itself, but rather in the design of a successor machine known 
as the Electronic Discrete Variable Automatic Computer (EDVAC). The 
EDVAC would store both programs and data in main memory, the crucial 

 Figure 6.1 
 ENIAC programmers setting racks of switches and plugboards to enter a program. 

 Image courtesy of US Army. 
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innovation separating true computers from their predecessors. The EDVAC 
design, perhaps the most famous document in the history of computing, 
circulated widely under von Neumann ’ s name.  11   ,   12   Von Neumann secured 
commitments for an  “ Electronic Computer Project ”  from the Institute for 
Advanced Study (located in Princeton) and from the Radio Corporation of 
America. The project culminated in a computer, usually known simply as 
 “ the IAS machine, ”  that was completed in 1952. 

 Von Neumann ’ s intellectual interests lay mainly in advanced applica-
tions of mathematics, such as those found in physics. In late 1945, with 
the war over and the Electronic Computer Project well underway, he began 
casting about for a future application of electronic digital computing that 
would meet three criteria. First, it had to be of strong mathematical and 
scientifi c interest, and ideally it would solve some previously insoluble 
problem by replacing analytical mathematics with numerical techniques. 
Second, it had to possess signifi cant military value, not only to attract 
funding but also to contribute to the emerging Cold War deterrent against 
communism. Finally, the chosen application should demonstrate the 
power and importance of computing to the widest possible audience. 

 As we saw in chapter 5, meteorologists had understood the mathematics 
of a calculated forecast, at least in its bare outlines, since the work of 
Bjerknes and Richardson early in the century. One numerical forecast 
(Richardson ’ s) had actually been completed, albeit with disastrous results. 
The approach had been abandoned because two vital ingredients remained 
unavailable: numerical methods for solving nonlinear equations, and 
massive computing power. This was, then, an area ripe for new mathemat-
ics of precisely the sort von Neumann was already working on, and in a 
fi eld of physics (fl uid dynamics) with which he already had some acquain-
tance from his atomic weapons work.  13   Furthermore, von Neumann saw, 
computers might permit substituting numerical simulations for traditional 
experiments. In an early postwar funding request, von Neumann men-
tioned  “ high speed calculation  to replace certain experimental procedures  in 
some selected parts of mathematical physics. ”   14   Like nuclear explosions, 
weather defi es both close observation and laboratory experiment; thus, 
both are ideal candidates for simulation studies. In a well-designed numeri-
cal simulation, one could manipulate variables at will and observe their 
effects on outcomes in a way that no other technique could hope to 
match.  15   

 In addition, military commanders now regarded accurate weather pre-
diction as a critical capability. The experience of World War II had shown 
that forecast quality could have decisive effects on a military campaign. 
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For example, Operation Overlord — the 1944 Allied invasion of Normandy —
 succeeded in part because General Dwight D. Eisenhower trusted his mete-
orologists ’  prediction of a one-day interval of good weather in the midst 
of a long series of intense storms over the English Channel. On the basis 
of this forecast, Eisenhower delayed the start of the invasion, originally 
planned for the small hours of June 5, until late that night. The operation 
began under cover of wind, rain and high seas, but the weather then 
cleared as predicted, and the Allied forces landed before dawn on June 6th. 
German commanders were caught by surprise, their forecasters having 
failed to foresee the interlude of calm.  16   

 The widely recounted D-Day story, along with many others, entrenched 
meteorology as a military science. For example, commanders used  “ applied 
climatology ”  in siting new bases, choosing transport routes, and deciding 
when to launch operations.  17   Statistical climatology had also assisted in 
scheduling the Normandy invasion: analysis had revealed that May and 
July would probably be worse than June for operations in the English 
Channel. Ironically, had they considered the full story of the D-Day 
episode, commanders might have been far less sanguine about weather 
forecasting ’ s potential. Three teams of Allied forecasters had applied 
entirely different techniques, including the analog map method and upper-
air analysis. In the months preceding the invasion, these teams had dis-
agreed far more often than they agreed. Forecasters involved in the June 
6 forecast regarded their consensus on that day as a minor miracle.  18   

 John von Neumann settled on weather prediction as the showcase 
problem for electronic computers after a November 1945 encounter with 
Vladimir Zworykin, the RCA electrical engineer who had developed the 
scanning television camera. By then the idea of computing the weather 
was already in the air. John Mauchly had approached the Weather Bureau 
in April 1945 about using the ENIAC and the planned EDVAC for weather 
prediction, but the response had been lukewarm. (Soon afterward, however, 
Mauchly met with Army Weather Service meteorologist Harry Wexler, who 
showed much greater enthusiasm for the idea; Wexler became head of the 
Weather Bureau ’ s Scientifi c Services Division in 1946.) Zworykin, too, had 
proposed weather prediction by computer to Weather Bureau chief Francis 
W. Reichelderfer. Reichelderfer invited Zworykin for a formal meeting. He 
added von Neumann ’ s name to the invitation list at the suggestion of 
Edward Condon, director of the National Bureau of Standards, who wanted 
to collaborate with the Weather Bureau to assess the new machines ’  poten-
tial.  19   The meeting, held early in 1946, included staff members of the 
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Weather Bureau and the National Bureau of Standards as well as represen-
tatives of the military services. The meeting was supposedly confi dential, 
but the story leaked to the  New York Times , whose somewhat breathless 
account focused on the possibility of weather control.  20   

 Zworykin, von Neumann, and others were at least willing to speculate 
that weather simulation could lead to weather control, which might 
become a weapon of war.  21   For example, the Soviet Union ’ s crops might 
be ruined by inducing a drought.  22   Indeed, Kristine Harper speculates that 
the 1946  New York Times  story about meteorological computing was leaked 
deliberately to promote the project among top Navy brass who controlled 
the bottomless military purse:  “ The leak indicated that a comprehensive 
meteorological theory existed (when it most certainly did not) and empha-
sized the weather control aspects. ”  In order to sell a project that could 
forecast, or control, the weather, the meteorologists needed to have a 
plausible theory to back it up. ”   23   

 Several interests thus converged on the idea of computerized weather 
forecasting: theoretical meteorologists ’  concern to develop atmospheric 
physics, military goals of accurate battlefi eld forecasting and potential 
weather control, the mathematical and technological objectives of com-
puter pioneers such as Mauchly and von Neumann, and the Weather 
Bureau ’ s and the American public ’ s interest in improving civilian 
forecasts. 

 The IAS Meteorology Project 

 Meteorology met all of von Neumann ’ s criteria for a major new push in 
the application of computers. After meeting with Zworykin and 
Reichelderfer, von Neumann began to familiarize himself further with 
meteorological theory. He met with the Swedish  é migr é  Carl-Gustav 
Rossby, perhaps the world ’ s leading theoretical meteorologist, who during 
World War II had organized the training of US military meteorologists 
from his base at the University of Chicago. Rossby provided von Neumann 
with theoretical background for weather simulations, laying out the known 
mathematics and defi ning the unsolved problems. Within a few months 
the Weather Bureau, together with the Navy and Air Force weather ser-
vices, granted funds for a Meteorology Project at the Institute for Advanced 
Studies to develop computer forecast methods. The grant proposal antici-
pated that numerical weather prediction might lead to weather control: 
 “ fi nally the fi rst step towards infl uencing the weather by rational, human 
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intervention will have been made — since the effects of any hypothetical 
intervention will have become calculable. ”   24   Rossby himself soon became 
a proponent of cloud seeding for military weather control.  25   

 The scale of the Meteorology Project ’ s ambitions and the amount of 
confi dence it expressed in the future of computer technology would be 
diffi cult to overstate. The project began more than two years before the 
fi rst stored-program electronic computer (at Manchester University in 
England) would actually operate, and six years before the IAS computer 
would be completed. In August 1946, to build momentum for the project, 
von Neumann ’ s group invited some twenty meteorologists to Princeton to 
discuss the possibility of numerical weather prediction.  

 Rossby and von Neumann assembled a group of theoretical meteorolo-
gists at the IAS, but things did not go well. Von Neumann, in high demand 
from many quarters during the postwar years, was unable to devote much 
of his own time to the Meteorology Project. Few meteorologists had the 
requisite training in advanced physics and mathematics. Though Rossby 
persuaded a number of excellent young meteorologists to join the project, 
none of them seemed to have the leadership abilities needed to move the 
vision forward. The work devolved into small individual projects without 
much coherence. 

 The turning point came in mid 1948, when Jule Charney took the 
project ’ s helm. Charney had earned a PhD in 1946 at the University of 
California at Los Angeles, where Jacob Bjerknes — Vilhelm Bjerknes ’ s son 
and the inheritor of his theoretical tradition — chaired the meteorology 
department. Between 1946 and 1948, Charney had studied with Rossby 
at Chicago and with Arnt Eliassen, another leading theoretician, at the 
University of Oslo. He had attended the 1946 initial meeting of the 
Meteorology Project, which had stimulated him to work on ways of 
simplifying Bjerknes ’ s primitive equations to create a model capable of 
solution by numerical methods. 

 Charney ’ s unique combination of skills and traits made him an ideal 
leader for the Meteorology Project. He possessed not only mathematical 
sophistication, state-of-the-art knowledge of physical theory, and a concern 
to match theory with observational evidence, but also youth, tremendous 
energy, and organizational skill. Bringing Eliassen with him from Norway, 
Charney immediately began work on  “ a step by step investigation of a 
series of models approximating more and more the real state of the atmo-
sphere. ”   26   As he put it later,  “ [our] philosophy . . . has been to construct 
a hierarchy of atmospheric models of increasing complexity, the features 
of each successive model being determined by an analysis of the short-
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comings of the previous model. ”   27   Climbing the  “ hierarchy of models, ”  
Charney and his team hoped, would lead directly to the goal: operational 
forecasting by numerical process. 

 The ENIAC Experimental Forecasts 

 By late 1949 the Meteorology Project was ready to carry out the fi rst com-
puterized weather forecast (actually a  “ hindcast ”  of weather that had 
already occurred). Von Neumann secured use of the ENIAC, now modifi ed 
to store programs internally and installed at the Army ’ s Aberdeen Proving 
Ground in Maryland. He also helped devise methods for programming 
Charney ’ s model on the machine.  

 The ENIAC ’ s very limited memory and low speed put an extreme 
premium on simplicity in the calculations. For this reason, a simplifying 
technique Charney had developed previously, the  “ quasi-geostrophic ”  
model, proved crucial to this effort ’ s success.  “ Geostrophic ”  winds move 
parallel to the isobars (lines of equal pressure) surrounding a low-pressure 
zone. The word names a balance between two forces: the pressure-gradient 
force, which produces horizontal winds moving directly toward the low-
pressure center (perpendicular to the isobars), and the Coriolis force gener-
ated by the planet ’ s rotation, which defl ects wind motion to the right in 
the northern hemisphere and to the left in the southern. Charney ’ s model 
assumed that these two forces approximately cancel each other, making 
large-scale wind motion  “ quasi-geostrophic. ”  This assumption permitted 
him to reduce the three equations of motion to a single one with pressure 
as the only dependent variable. This had the salutary effect of eliminating 
from the calculations high-frequency atmospheric motions, such as sound 
waves, which had no meteorological importance but vastly magnifi ed the 
computational task. The ENIAC possessed only 10 words of read/write 
memory and another 600 words of read-only memory, and it could perform 
only about 400 multiplications per second. This was so slow that the 
machine sometimes produced chugging sounds as it churned through 
repetitive processes. Only a much-simplifi ed weather model could be run 
on such a limited machine.  28    

 In March and April of 1950, Jule Charney, Ragnar Fj ø rtoft, George 
Platzman, Joseph Smagorinsky, and John Freeman spent fi ve weeks at 
Aberdeen. Von Neumann ’ s wife, Klara, taught the team to code for the 
ENIAC and checked the fi nal program. Von Neumann himself rarely 
appeared, but called in frequently by telephone. Working around the clock 
for 33 days, the team at Aberdeen carried out two 12-hour and four 24-hour 
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retrospective forecasts. A second ENIAC expedition took place a year later, 
but the group never published its results.  29   

 The Meteorology Project ’ s model used a two-dimensional 15  18 grid 
(  fi gure 6.2 ) —  270 gridpoints, spaced 736 km apart — covering North America 
and much of the surrounding oceans. The coarse grid permitted them to 
use a three-hour time step. The chosen forecast level was 500 millibars, 
roughly corresponding to an altitude about 6 km above the surface.  30   This 
choice refl ected the relatively recent shift from surface to upper-air analysis 
as the principal basis of forecasting. By the 1920s the Bergen School had 
introduced the notion of a  “ steering line ”  guiding air masses. As airplane 

 Figure 6.2 
 The fi nite-difference grid used in the 1950 ENIAC calculations. 

  Source : J. G. Charney et al.,  “ Numerical Integration of the Barotropic Vorticity 

Equation, ”   Tellus  2, no. 4 (1950), 245. 
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fl ight and radiosondes brought better knowledge of the upper air — 
especially the phenomenon of the jet stream and its persistence — Jacob 
Bjerknes, Carl-Gustav Rossby, and others developed the idea that winds 
high above the surface steered weather below. Under this theory, if you 
knew the velocity and direction of winds at the  “ steering level, ”  you could 
predict where weather would move. Strong differences of opinion remained 
about where the steering level was located and even about whether it 
existed at all, but the idea had shown good results in practice.  31     

 Beginning in 1939, Rossby, working with MIT synopticians engaged in 
the fi rst detailed observational studies of the atmosphere ’ s vertical struc-
ture, developed the mathematics of very long atmospheric waves — wave-
lengths of several thousand kilometers, now known as Rossby waves — and 
demonstrated their importance for the large-scale features of the planetary 
circulation.  32   After World War II, Rossby and others developed a concept 
of  “ group velocity ”  that explained the physical relationship between these 
slow or stationary long waves and the much faster propagation of energy 
at shorter wavelengths. They estimated the speed of this propagation at 
about 25 °  – 30 °  of longitude (roughly 1500 – 3000 km, depending on lati-
tude) per day. Under Charney ’ s quasi-geostrophic assumption, winds could 
be determined from the pressure fi eld. Thus, in principle a pressure forecast 
for the  “ steering level ”  could be turned into a weather forecast for the 
surface. Charney ’ s group settled on the bartotropic vorticity equation  33   for 
the ENIAC forecasts, solving for the height of the 500-millibar pressure 
surface. They chose 500 mb in part because Air Force weather reconnais-
sance aircraft already fl ew at that altitude. As a military-supported group, 
the Meteorology Project had ready access to these observations.  34   

   Figure 6.3  shows the relationship between one forecast and the observed 
situation after 24 hours. Though inaccurate, the computed results clearly 
bore a substantial resemblance to the observed outcomes. This came as 
something of a surprise to the group. In tribute, Charney mailed copies of 
the forecasts to Lewis Richardson, who was still living in England at the 
time.  35   This early triumph encouraged the team to proceed with further 
experiments, and it became a crucial argument for further funding.   

 Computational Friction, Data Friction, and the ENIAC Forecasts 

 The ENIAC forecasters were among the fi rst people to confront the radical 
cost-benefi t tradeoffs involved in computerization. Achieving the bene-
fi ts — in this case, the ability to calculate a forecast within a reasonable 
amount of time — required reducing a few elegant equations to a vast 
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number of step-by-step instructions to the computer. Computational fric-
tion occurred when the computer or its programs required attention or 
caused problems. Debugging programs, dealing with hardware failures, and 
working through the many manual processes still required between 
program steps all took much longer than expected. Even the computer ’ s 
calculating speed of roughly 400 multiplications per second created sig-
nifi cant drag in a process whose goal was to forecast weather before it 
occurred. Data friction appeared in such areas as data quality control and 
interpolation between the locations of actual observations and the forecast 

 Figure 6.3 
 An ENIAC forecast of the height of the 500-mb pressure surface for January 31, 1949. 

Solid lines represent observed height at 24 hours. Broken lines represent the com-

puter forecast. 

  Source : J. G. Charney et al.,  “ Numerical Integration of the Barotropic Vorticity 

Equation, ”   Tellus  2, no. 4 (1950), 248. 
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models ’  regular grids. As we will see in chapter 10, in subsequent decades 
meteorologists would devote at least as much energy to new data-handling 
techniques and new mathematical methods of analyzing observations as 
to the numerical forecast models themselves. 

 A 24-hour forecast took the ENIAC at least 24 hours to perform. Manual, 
card-punch, and card-reader processes involving some 100,000 IBM cards —
 necessitated by the ENIAC ’ s limited internal memory — absorbed a consid-
erable portion of this time. (See   fi gure 6.4 .) Charney ’ s group guessed 
that, with practice in these techniques, the same 24-hour forecasts might 
be accomplished in 12 hours. They also estimated that once the much 
faster IAS computer was ready, 24-hour forecast computations might be 
accomplished in only one hour, even with a grid twice as dense as their 
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experimental grid.  “ One has reason to hope, ”  they wrote,  “ that Richardson ’ s 
dream (1922) of advancing the computation faster than the weather may 
soon be realized, at least for a two-dimensional model. ”   36     

 In 1978, one member of the Aberdeen team, George Platzman, delivered 
a lecture memorializing the ENIAC forecasts. Using original grant propos-
als, his own logbooks from the weeks at Aberdeen, and other contemporary 
documents, Platzman recalled the stupefyingly tedious hand coding and 
data entry, the computer ’ s frequent breakdowns, and the uneasy mix of 
military and academic norms. At the same time, he evoked those days ’  
tremendous excitement, calling it  “ an initiation into the harsh realities of 
an undeveloped technology that exacted much toil and torment but ulti-
mately yielded rich rewards. ”   37   

 The computational challenges of the ENIAC forecasts have been widely 
remarked, but the data friction it involved has received little attention. The 
ENIAC experimenters initialized their model with the Weather Bureau ’ s 
500-millibar data analyses for January 5, 30, and 31 and February 13, 1949. 
On these dates, huge pressure systems moved across North America, giving 
clearly marked phenomena for the  “ forecasts ”  to reproduce. The scale of 
these large weather systems made them easier to represent on the model ’ s 
coarse grid, which could not resolve smaller phenomena. Finally,  “ insofar 
as possible, weather situations were chosen in which the changes of inter-
est occurred over North America or Europe, the areas with the best data 
coverage. ”  Despite this choice of dates with  “ best coverage, ”  forecasts for 
the western coasts of the United States and Europe were  “ reduced some-
what in accuracy by lack of data in the Pacifi c and Atlantic oceans. ”   38   

 The Weather Bureau ’ s analysis was  “ accepted without modifi cation, ”  
though the Meteorology Project team naturally knew that they contained 
substantial errors introduced by the analysis routines of the day. The term 
 ‘ analysis ’  has a special meaning in meteorology, referring to the process of 
creating a coherent representation of weather systems from data. Analysis 
maps connected data points using the familiar smoothly curved isolines 
for pressure, temperature, and other variables. In this period, a different 
map was created for each pressure level; from the full set of maps, forecast-
ers could develop a mental model of three-dimensional weather systems. 
Though this connect-the-dots exercise was far from random, its basis in 
physical theory was limited. The direction, shape, and spacing of isolines 
away from the data points relied heavily on heuristic principles and the 
forecaster ’ s experience. 

 The Meteorology Project team essentially overlaid its fi nite-difference 
grid on the Weather Bureau ’ s 500 mb analysis map and interpolated the 
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values of variables to each gridpoint. In some cases, actual points of obser-
vation coincided closely with gridpoints. But at most locations, especially 
over the oceans, the data entered on the fi nite-difference grid came from 
the Weather Bureau analysis isolines or from the team ’ s interpolation 
rather than from weather stations. At one point the team remarked that 
 “ too great consideration should not be given to the [ENIAC] Atlantic fore-
cast, since data for this area were virtually non-existent. ”   39   

 These kinds of data friction were hardly new. Many sciences had long 
interpolated intermediate values from known ones. In meteorology the 
practice dated at least to the early nineteenth century, when it arose as an 
almost unconscious effect of the isoline technique in weather and climate 
mapping. By the 1940s, numerous interpolation methods were available, 
including nomographs and numerical techniques, although  “ subjective ”  
interpolation based on forecasters ’  experience remained common in syn-
optic meteorology. 

 The regularly spaced, abstract grids of computer models made data voids 
and interpolation errors far more salient and signifi cant than they had 
been in the era of hand-drawn synoptic maps. They shifted forecasting 
from a fundamentally qualitative, analog principle (isolines) to a funda-
mentally quantitative, digital one (precise numbers at gridpoints). 
Experienced meteorologists knew about data voids and areas of likely 
error, and could compensate through judgment. But in a numerical 
model, substantial errors  even in individual data points  could propagate 
throughout a forecast. The Meteorology Project team noted that  “ the 
conventional analyst pays more attention to wind direction than to 
wind speed and more attention to directional smoothness of the height 
contours than to their spacing. . . . [We] thought that the more or less 
random errors introduced in this way would be smoothed out in the 
[ENIAC] integration. Unhappily this was not always so. . . . ”   40   These prob-
lems marked new kinds of data friction specifi c to numerical weather 
prediction, and they would soon lead to new techniques of data analysis. 
(See chapter 10.) 

 At the same time, the model grids implicitly represented an ideal observ-
ing network —  “ ideal, ”  that is, with respect to the model, though not neces-
sarily to the physical reality it was supposed to refl ect. Von Neumann had 
anticipated this consequence from the beginning:  “ . . . a new, rational basis 
will have been secured for the planning of physical measurements and of 
fi eld observations in meteorology, since complete mathematical theories 
and the methods to test them by comparing experience with the rigorously 
calculated consequences of these theories will have been obtained. ”   41   In 



126 Chapter 6

subsequent decades, the needs of numerical modeling would increasingly 
drive agendas in data collection, processing, and communication. 

 News of the ENIAC forecasts, published in  Tellus  in 1950, electrifi ed the 
meteorological community. Within fi ve years, weather agencies around 
the world had initiated numerous parallel projects. Rossby ’ s group in 
Sweden quickly took the lead, becoming fi rst in the world to introduce 
operational numerical weather prediction. In the United States, forecast 
modeling efforts began at the Air Force Cambridge Research Center in 
Massachusetts, the Joint Numerical Weather Prediction Unit (discussed 
below), and the Departments of Meteorology at the University of Chicago 
and the University of California at Los Angeles, as well as other institu-
tions. By 1953, the Deutscher Wetterdienst (German Weather Service) and 
the Japanese Meteorological Agency had also built and tested two-level 
quasi-geostrophic models using Charney ’ s approach.  42   In the United 
Kingdom, the Napier Shaw Laboratory of the British Meteorological Offi ce 
experimented with numerical forecasting early on; however, delays in 
acquiring a suitable computer halted implementation of operational NWP 
in the UK until 1965.  43   

 Soviet meteorologists developed geostrophic forecast models more or 
less independently of Western science.  44   By 1954 they had implemented 
these models on the BESM computer, also a product of quasi-independent 
Soviet design.  45   Although operational numerical weather prediction did 
not emerge in the Soviet Union until the 1960s, the 1950s did witness a 
remarkable series of parallel, semi-independent Soviet experiments with 
computer models.  46   Meteorological agencies in Belgium, Israel, Canada, 
and Australia also initiated or planned new NWP projects.  47   

 Climbing the Hierarchy of Models 

 The period 1950 – 1960 saw the rapid exploitation of Charney ’ s strategy 
of a  “ hierarchy of models. ”  Two-dimensional models gave way to three-
dimensional ones, and model grids expanded to include the entire north-
ern hemisphere. Elaboration of meteorological theory and new mathematical 
methods contributed to this evolution, but technological change was 
almost equally important. Increasing mathematical complexity and higher 
model resolutions devoured computer memory and processing power, 
adding up very fast indeed. For example, doubling the resolution of a 
three-dimensional grid calls for eight times (2 3 ) the number of gridpoints, 
and can also require a smaller time step. Thus numerical forecasters imme-
diately confronted the heavy drag of computational friction on their 
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efforts, and the lockstep growth of model sophistication, model resolution, 
and computer power rapidly became a trope of the meteorological litera-
ture. Virtually every early article on modeling reported technical details of 
the experimenters ’  computers along with the equations represented by the 
models. 

 Most early efforts at numerical weather prediction deployed barotropic 
models similar to the one used in the ENIAC experiments. The next move 
in modeling therefore incorporated baroclinic equations, in which atmo-
spheric density depends on temperature as well as on pressure. In baro-
clinic models, winds, temperature, and other variables change with altitude, 
as they do in the real atmosphere. Unlike the two-dimensional barotropic 
models, baroclinic models simulate vertical motions, which enables them 
to capture the cyclonic patterns — large air masses rotating around a low-
pressure center — responsible for many kinds of storms, from hurricanes to 
mid-latitude rains. 

 Representing a baroclinic model on a fi nite-difference grid required 
multiple vertical levels. In 1952, with von Neumann ’ s IAS computer opera-
tional at last, Charney ’ s Princeton group tested a baroclinic model. Adding 
the third dimension exponentially increased computational requirements. 
On the IAS machine, a 24-hour forecast now required about 2 ½  hours of 
computer time  “ at full speed; however, the machine usually operated at 
half speed. ”   48   The team successfully  “ forecast ”  a major storm that had 
occurred on Thanksgiving Day in 1950. Since conventional techniques had 
failed to predict this event, the group considered the baroclinic model ’ s 
success a major demonstration of the potential superiority of NWP over 
traditional methods. 

 As we have seen, the earliest NWP models covered a limited area, about 
the size of the North American continent. For forecasts beyond 24 hours, 
this proved highly problematic for two reasons, one physical and the other 
computational. The physical reason was that since the energy fl ows respon-
sible for weather move quickly around the globe, limited-area grids could 
not detect the infl uence of weather systems moving in from beyond the 
grid ’ s edges during longer forecast periods. The computational reason was 
equally important. Since early models did not represent the full global 
circulation, they suffered from computational diffi culties near their edges, 
where they resorted to ad hoc techniques to dissipate energy. Larger model 
grids therefore increased the usable forecast area. As   fi gure 6.5  illustrates, 
even the hemispheric grid required a boundary area in which  “ meteoro-
logically meaningless ”  but computationally necessary model calculations 
could be performed.  49   Hemispheric grids remained the state of the art until 
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 Figure 6.5 
 Quasi-hemispheric 53  57 model grid used by the JNWP Unit starting in October 

1957. The octagonal region represents the forecast area, extending from 10 ° N to 

near the equator. Gridpoints were roughly 400 km apart. Gridpoints outside the 

octagon served as buffers to handle computational problems resulting from the 

artifi cial  “ wall ”  around the outer edge. 

  Source : F. G. Shuman and J. B. Hovermale,  “ An Operational Six-Layer Primitive 

Equation Model, ”   Journal of Applied Meteorology  7, no. 4 (1968), 528. 
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the mid 1970s, when the fi rst global NWP models arrived, eliminating the 
problem of artifi cial boundaries.   

 Operational NWP 

 The fi rst group in the world to begin routine real-time numerical weather 
forecasting was a Swedish-Norwegian collaboration involving the Institute 
of Meteorology at the University of Stockholm, the Royal Swedish Air Force 
Weather Service, and the University of Oslo. This precedence was no acci-
dent. Jule Charney ’ s mentor, Carl-Gustav Rossby, had helped to initiate 
the IAS Meteorology Project. While the latter was starting up, however, 
Rossby had accepted an invitation to return to his native land to head the 
Swedish Institute of Meteorology. There he remained in close touch with 
his Princeton colleagues, following their progress on NWP with intense 
interest. He managed this in part through a  “ Scandinavian tag team ”  of 
colleagues and students, including Arnt Eliassen, Ragnar Fj ø rtoft, and 
others, who traveled to Princeton for varying periods to maintain contact 
between the two groups.  50   

 In Sweden, Rossby — then perhaps the world ’ s foremost theoretical 
meteorologist — commanded a suite of resources that included a strong 
team of theorists and computing facilities roughly comparable with those 
available in the United States. Sweden had moved quickly to develop its 
own digital computers, completing the BARK, a plugboard-controlled relay 
machine used primarily by the military, in 1950. By 1953, the BESK, a fully 
electronic computer modeled on the IAS machine and the British EDSAC, 
had replaced the BARK. While a number of outside groups were permitted 
use of the BESK, the NWP project received priority second only to military 
aircraft design. 

 According to Anders Carlsson, NWP became so central to Swedish com-
puter research and development that the meteorologists and the BESK ’ s 
sponsor, the Board of Computing Machinery,  “ merged into one practice, 
a working model similar to the one at IAS. ”   51   Beginning in December 1954, 
this group made forecasts for the North Atlantic region three times a week, 
using a barotropic model.  52   As in the United States, modelers were pleas-
antly surprised by the relative accuracy of their barotropic forecast. Though 
deemed successful by participants, these forecasts were discontinued briefl y 
before resuming on a permanent, daily basis. The more famous American 
effort did not match the Swedish model ’ s predictive skill (a measure of 
forecast accuracy, discussed below) until 1958. 
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 In the United States, von Neumann, Charney, and others convinced the 
Weather Bureau, the Air Force, and the Navy to establish a Joint Numerical 
Weather Prediction (JNWP) Unit. The JNWP Unit opened in 1954 in 
Suitland, Maryland, under George Cressman, and began routine real-time 
weather forecasting in May 1955. Establishing this project required signifi -
cant institutional and fi nancial commitments. Annual budgets for the 
project were projected at over $415,000 in 1953 (equivalent to about $3 
million today). Rental fees for the project ’ s IBM 701 computer devoured 
nearly half of this amount. Political and fi nancial backing from the military 
services was therefore essential. The Air Force and the Navy contributed 
most of the money. The Weather Bureau, under budgetary pressure from 
its parent Commerce Department, closed some twenty fi eld stations in 
order to come up with its share of this commitment.  53   

 The JNWP Unit began routine forecasting with a three-level baroclinic 
model fi rst developed by Jule Charney ’ s group in 1954. Early experience 
with this model proved disappointing. According to George Cressman, the 
model ’ s results  “ were not nearly as good as the earlier tests had indicated. 
It had not occurred to us that we could have success with [the] very dif-
fi cult baroclinic events [studied during testing] and then have severe prob-
lems with many routine, day-by-day weather situations. ”   54   

 The Unit retreated to a two-layer model, which also failed to produce 
acceptable results. Finally it reverted to a simple barotropic model based 
on the one used in the original ENIAC forecasts. This model still did not 
provide a useful level of forecast skill, but its simplicity enabled researchers 
to diagnose the reasons for its failures while working to improve it. Work 
continued, in parallel, on a better three-level baroclinic model. Reintroduced 
in 1962, this model initially offered only slight improvements over the 
barotropic forecast. 

 Predictive Skill in Early NWP 

 How good were early NWP models? The answer to this question is more 
complex than one might imagine. To understand that answer, we must 
fi rst note just how little forecasts had improved since the early days of 
 “ weather telegraphy. ”  At fi rst, simply extending the observing network 
provided the chief means of improvement. However, empirically based 
synoptic methods soon reached their limits. Hurd Willett of the 
Massachusetts Institute of Technology, writing around 1950, bemoaned 
the absence of noticeable improvement:  “ . . . probably there is no other 
fi eld of applied science in which so much money has been spent to effect 
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so little real progress as in weather forecasting. . . . In spite of . . . [the] 
great expansion of forecasting activity, there has been little or no real 
progress made during the past forty years in the verifi cation skill ”  of basic 
surface forecasts.  55   Richard Reed later observed that the introduction of 
frontal analysis in the 1920s and of upper-air analysis in the late 1930s 
 “ should have resulted in some increase in predictive ability, and likely it 
did. However, the increase must have been small, since it is hard to fi nd 
factual support for this belief, and there are even those who question 
whether any improvement took place at all. . . . ”   56   

 In this context, any skill enhancement at all would certainly have been 
cause for celebration. Three years after operations began, the barotropic 
model fi rst began to deliver measurable improvement over  “ subjective ”  
methods. 

   Figure 6.6  illustrates the steady improvement of forecast skill at the US 
National Meteorological Center, beginning with the introduction of the 
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 S 1  skill scores for US National Meteorological Center 36-hour 500-mb geopotential 

height forecast for North America, 1955 – 1988. On the S 1  scale, a standard measure 
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barotropic model in 1958. The 500-millibar height fi eld shown in the 
fi gure — the same variable predicted by the experimental ENIAC forecasts —
 is not in itself a weather forecast. As we have seen, winds at this altitude 
guide, but do not completely determine, weather on the ground. In prac-
tice, National Meteorological Center forecasters used NWP model products 
as just one of several inputs to their surface forecasts.  Surface-level  NWP did 
not begin to outperform  “ subjective ”  forecasts until about 1962.   

 Even in 1989, when 95 percent of forecast products in the United States 
were automatically generated NWP outputs,  “ the remaining 5 percent 
consist[ed] primarily of predictions of weather itself: rain, snow, heavy 
precipitation, etc. These remain[ed] intractable to automatic methods 
alone, although the analysts producing them rely heavily on numerical 
weather predictions of circulation, temperature, humidity, and other 
parameters. . . . ”   57   In 1995, a study concluded that experienced human 
forecasters still retained a small but signifi cant skill advantage over numeri-
cal models alone, although this advantage  “ continues to diminish and now 
largely refl ects the human ability to recognize relatively infrequent (about 
10 percent of the cases studied) departures ”  from typical norms.  58   Phaedra 
Daipha ’ s dissertation on US Weather Service regional forecast centers 
showed that as recently as 2007 forecasters often altered raw model predic-
tions when composing their fi nal forecasts. Indeed, Daipha points out, 
 “ providing a good forecast in the eyes of the NWS bureaucracy literally 
presumes  ‘ beating the models, ’  ”  so forecasters must work against computer 
models even as they work with them.  59   

 The history of NWP is often presented as one of continuous success and 
steady progress. Indeed, many scientists with whom I spoke while research-
ing this book expressed surprise or outright skepticism when I noted that 
it took several decades for computer models to approach human forecast 
skill. Yet, as we have seen, climbing the hierarchy of models did  not  lead 
instantaneously to better forecasts; in fact, initially the opposite was true. 
Simple barotropic models remained extremely popular with working fore-
casters well into the 1970s, long after baroclinic and primitive-equation 
model forecasts had become routinely available. 

 Why, then, did the national weather services of most developed coun-
tries commit themselves so rapidly and completely to this new technologi-
cal paradigm? First, older techniques had reached their limits; no one put 
forward any competing vision for major progress in forecast quality and 
scope. Second, it marked a generational change. As meteorology ’ s scientifi c 
sophistication increased, and as the fi eld became professionalized during 
and after World War II, consensus had developed around the desirability 
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of grounding forecasting in physical theory. Roger Turner has argued that 
a small group of theoretically savvy meteorologists, led most notably by 
Carl-Gustav Rossby and Francis Reichelderfer,  “ actively constructed ”  this 
consensus around what Turner calls  “ universal meteorology ” :  “ . . . between 
the 1920s and the 1940s, Rossby, Reichelderfer and their allies designed 
the institutions, established the curriculum, and cultivated the values that 
guided the weather cadets trained during World War II. ”   60   This new cadre 
of theorists stood ready, on both sides of the Atlantic, to tackle the risky 
physics and thorny mathematics of numerical modeling. Finally, Charney, 
Rossby, and von Neumann together articulated a clear research and devel-
opment program for NWP. As computer power increased, researchers 
would climb the hierarchy of models, increasing grid resolution and adding 
ever more realistic physics. Linking meteorological R & D to the simultane-
ous improvement of electronic computing allowed them to project the 
success of both projects forward in time. With the ENIAC as proof of 
concept, von Neumann staked his considerable reputation on the belief 
that electronic digital computing would develop rapidly and inexorably. 
In this regard, military support for both Swedish and American efforts 
proved crucial, funding not only the large research effort but also the 
expensive computer equipment, then still years away from commercial 
viability. 

 From the beginning, Charney, Rossby, and von Neumann framed 
numerical weather prediction as a plan, not a gamble. In the end it worked, 
of course. But 20-20 hindsight makes it easy to miss the many ways in 
which it might have failed. For example, as I and others have shown, 
between 1945 and 1955 the rapid progress of electronic digital computing 
was by no means assured. Funders hedged their bets, supporting analog as 
well as digital machines. Meanwhile, the extreme cost and high failure 
rates of internal random-access memory based on vacuum tubes made 
early machines both expensive and unreliable; without magnetic core 
storage, invented in 1949 – 1951, the cost of memory might have made 
progress unaffordable.  61   Further, had early attempts at numerical forecast-
ing ended in disaster owing to errors in either the mathematics or the 
programming, the long-term effort might never have gotten off the ground. 
Even after the triumph of the ENIAC experiments, nothing could guaran-
tee that more complex models would translate into better forecasts than 
the crude approximations of barotropic models, and in fact they did not 
(at fi rst) do so. Nonetheless, as a research program, the hierarchy of models 
and the assumption of steadily increasing computer power permitted early 
achievements to be easily converted into credible promises of future 



134 Chapter 6

success. This combination of factors brought the dawn of operational NWP 
long before the computer alone could produce results better than any 
experienced human forecaster. 

 Meteorologists of the 1950s were hardly the only people who expected 
better, faster results from computing than it could in fact deliver. Indeed, 
historians of computing observe this pattern in almost every fi eld where 
visionaries promised  “ computer revolutions ”  in the modeling or automa-
tion of complex systems, including automatic language translation, speech 
recognition, and artifi cial intelligence. In virtually every case, early success 
with simplifi ed systems led pioneers to trumpet extravagant claims that 
dramatic advances on more complicated problems lay just ahead. Yet 
further work invariably revealed previously unknown complexity in the 
phenomena. (Entire disciplines, among them cognitive psychology, owe 
their existence to the issues uncovered by attempts at computer simula-
tion.) At least meteorologists, stymied for centuries in predicting the 
weather, cannot be accused of expecting too much simplicity in the 
phenomena. 

 Organizational Effects of Computer Modeling in Meteorology 

 Measurable improvement in surface-forecast skill came slowly, yet opti-
mism about NWP ’ s potential remained enormous and widely shared. 
Manual methods seemed to have reached their limits. By the mid 1960s, 
routine NWP had changed meteorology more than anything since the 
advent of the telegraph more than 100 years earlier. As Nebeker has argued, 
it reunifi ed a fi eld long divided between practical forecasting and theoreti-
cal study. This reunifi cation affected meteorological institutions in three 
important ways. 

 First, and most obviously, reduced computational friction smoothed the 
path to calculated forecasts based in physical theory. As a direct comple-
ment to this change, however, data friction increased, immediately and 
severely. The needs of hemispheric models for data from fully half of the 
planet made data voids over the oceans and in the vertical dimension 
much more critical concerns than they had been before. By the early 1960s, 
as we will see in chapter 9, some national weather services and the World 
Meteorological Organization responded to the emerging data gap with 
major efforts not only to increase data collection but also to streamline, 
standardize, centralize, and automate it on a global scale. 

 Second, computer modeling required a considerably different range of 
expertise than previous forecasting techniques. The ideal modeler had a 
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strong background in physics and mathematics as well as in meteorology. 
Anticipating this requirement in 1952, John von Neumann pointed out 
that an  “ educational problem ”  blocked the path to operational NWP: 

 There is an educational problem because  there are practically no people available at 

the present time capable of supervising and operating such a program.  Synoptic meteo-

rologists who are capable of understanding the physical reasoning behind the 

numerical forecast are needed to evaluate the forecasts. . . . Mathematicians are 

needed to formulate the numerical aspects of the computations. During the fi rst 

several years of the program the meteorological and mathematical aspects probably 

cannot be separated and personnel familiar with both aspects are needed. An intense 

educational program could conceivably produce enough people in about three 

years.  62   

 Von Neumann did not mention — and may not have anticipated — that 
veritable armies of computer technicians, programmers, and other support 
personnel would also be required. 

 Academic institutions were not entirely unprepared for the changed 
technological paradigm. By the end of the 1930s, meteorology had begun 
to build a stronger base in physical theory, especially in Scandinavia, 
England, and Germany. American universities followed suit in the early 
1940s, largely under the infl uence of Carl-Gustav Rossby, Jacob Bjerknes, 
and other Scandinavian  é migr é s.  63   During the formation of UCLA ’ s 
Meteorology Department, one faculty member remarked that  “ to attempt 
to prepare young men for research careers in meteorology in an atmo-
sphere not reeking with physics and mathematics would . . . be a mistake 
of the fi rst magnitude. ”   64   Francis Reichelderfer, a former Navy offi cer who 
had studied in Bergen in the early 1930s, had brought the Bergen methods 
and sympathy for a physics-based approach to forecasting to the Weather 
Bureau when he became its director in 1938. 

 Nonetheless, despite the boom during World War II, when 7000 – 10,000 
American students received meteorological training, by the end of the war 
few practitioners could claim the breadth and depth of knowledge required 
to advance NWP work.  65   For most of the 1950s, American institutions 
graduated only a handful of new meteorology PhDs each year, and more 
than half of them were produced by just three universities (MIT, the 
University of Chicago, and UCLA). Of these, only MIT ’ s doctoral program 
predated 1940. Furthermore, those institutions ready to educate research 
meteorologists in the new paradigm found neither strong support nor 
interested graduate students. In the United States between 1950 and 1955, 
the total number of undergraduate and graduate degrees awarded annually 
in meteorology declined from a high of 206 in 1950 to a low of 107 in 
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1955, though it began to climb again thereafter. About half of the students 
studying meteorology were military personnel.  66   

 In 1958 and again in 1960, committees of the US National Academy of 
Sciences reviewed the state of the fi eld and concluded that it had been 
severely neglected. The Academy asserted that  “ the shortages of scientifi c 
manpower . . . are more acute in meteorology than elsewhere. The number 
of meteorologists graduated from universities in recent years has been 
inadequate to offset losses, much less to build up a strong complement of 
manpower. ”   67   It recommended funding increases of 50 – 100 percent for 
university education and research, and it backed the establishment of a 
National Center for Atmospheric Research. These institutional adjustments 
refocused the discipline on the new combination of theory and computer 
simulation. 

 Finally, computer modeling altered meteorological institutions by estab-
lishing computer power as a critical — and scarce — resource. Even more 
than before, national weather services now became what Bruno Latour has 
called  “ centers of calculation ” : points through which data must pass to 
become widely accepted knowledge.  68   Throughout the 1950s, computers 
remained expensive, unreliable, unfamiliar, and extremely diffi cult to 
program. (The fi rst high-level programming language, FORTRAN, did not 
appear until 1957.) As late as 1964, advice to weather centers noted that 
 “ the typical computer used in [operational] meteorological work costs 
about $1.5 million ”   69   plus another $60,000 a year for machine mainte-
nance and technical personnel. On top of that, the machines would have 
to be replaced every three years.  70   Research facilities required even more 
expensive computers. In this environment, only a few  “ centers of calcula-
tion ”  could hope to keep pace with the state of the art. These price tags 
alone effectively prohibited most countries from participating directly in 
meteorology ’ s computer revolution. Even those that could afford them 
found the costs too high to support widespread distribution of the new 
tool. And price was only one factor. Scientifi c programmers, skilled techni-
cal support personnel, and expertise in numerical methods all remained 
in short supply. The most successful institutions paired theorists with 
technical wizards, many of them meteorologists who had discovered an 
aptitude for programming. Without the latter, the crucial, highly complex 
translation of mathematics into computer code could not proceed. For 
technical support, many institutions came to rely on exceptionally close 
relationships with computer manufacturers. 

 This situation spawned an organizational pattern that persists into the 
present. Since the most complex meteorological computer models — then 
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as now — always demanded the maximum available computer power, pos-
sessing the newest, fastest, best-designed  “ supercomputers ”  became not 
only a mark of prestige but a  sine qua non  even to participate in the fast-
changing world of numerical modeling. From the beginning, and increas-
ingly over time, modelers working outside the major centers had to beg, 
borrow, or share computer time. Indeed, the possibility that many research-
ers might share a single supercomputer motivated both the US National 
Center for Atmospheric Research (founded in 1960) and the European 
Centre for Medium-Range Weather Forecasts (planned from the late 1960s 
and established in 1975). For this reason, meteorology has historically been 
the foremost civilian consumer of supercomputer power. Only the design-
ers of nuclear weapons have laid a greater claim to the world ’ s most 
advanced computers.  71   
 
 
 
 
 
 





 7     The Infi nite Forecast 

 The concentration of computing resources at a few institutions probably 
affected no fi eld more than it affected climatology. In the 1960s and the 
1970s, this data-driven, regionally oriented, descriptive fi eld would be 
transformed into a theory-driven, globally oriented discipline increasingly 
focused on forecasting the future. The change would be wrought not by 
traditional climatologists, but by scientists based in theoretical meteor-
ology and computer programming, working at a handful of institutions 
endowed with what were then enormous computing resources. Unlike 
traditional climatologists, who searched for regularities in data from the 
past, this new generation of scientists sought to simulate the climate, build-
ing models from the same techniques used in numerical weather predic-
tion. From there, they moved gradually toward simulating the entire Earth 
system, replicating the world in a machine. 

 If you can simulate the climate, you can do experiments. God-like, you 
can move the continents, make the sun fl are up or dim, add or subtract 
greenhouse gases, or fi ll the stratosphere with dust. You can cook the Earth, 
or freeze it, and nobody will even complain. Then you can watch and see 
what happens. 

 For a scientist, experiments are all-important. You use them to fi nd out 
what really matters in a complicated system. In a laboratory experiment, 
you create a simplifi ed situation, blocking out most of the real world ’ s 
complexity while retaining a few variables you can manipulate. Then you 
compare the outcome with an unmodifi ed  “ control ”  that leaves those 
variables at their ordinary values. 

 In the geophysical sciences, though, the controlled-experiment strategy 
generally doesn ’ t work. The system you are dealing with is just too large 
and too complex. You can isolate some things, such as the radiative prop-
erties of gases, in a laboratory, but to understand how those things affect 
the climate you need to know how they interact with everything else. 
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There is no  “ control Earth ”  that you can hold constant while twisting 
the dials on a different, experimental Earth, changing carbon dioxide or 
aerosols or solar input to fi nd out how they interact, or which one affects 
the climate most, or how much difference a change in one variable 
might make. 

 Sometimes you get a  “ natural experiment, ”  such as a major volcanic 
eruption that measurably cools the whole planet for a year or two. Similarly, 
the oceanographer Roger Revelle famously called human carbon dioxide 
emissions a  “ large scale geophysical experiment. ”   1   ,   2   Yet these aren ’ t really 
experiments, precisely because there is no control Earth. You don ’ t know 
with certainty what  would have happened  without the eruption, or the CO 2  
increase. You can assume that without the change things would have 
remained much the same, which seems like a pretty good assumption until 
you realize that climate varies naturally over a rather wide range. So unless 
the effect is very large and sudden — for example, a massive volcanic erup-
tion or a gigantic meteor impact — you can ’ t know for sure that you are 
seeing a signal and not just more noise. 

 Simulation modeling opened up a way out of this quandary. Only 
through simulation can you systematically and repeatedly test variations 
in the  “ forcings ”  (the variables that control the climate system). Even more 
important, only through modeling can you create a control — a simulated 
Earth with pre-industrial levels of greenhouse gases, or without the chlo-
rofl uorocarbons that erode the ozone layer, or without aerosols from fossil 
fuel and agricultural waste combustion — against which to analyze what is 
happening on the real Earth. As we saw in chapter 6, John von Neumann 
and others understood the signifi cance of this power  “ to replace certain 
experimental procedures ”  almost immediately, although the full extent of 
it would take some time to dawn on anyone.  3   

 A convergence of technical capabilities and theoretical understanding 
made climate simulation possible. By the late 1930s, theoretical meteorol-
ogy had set its sights fi rmly on the planetary scale as the most fundamental 
level of explanation. Rossby and others had established a theory of large-
scale circulation based on very long waves, confi rming and detailing the 
three-cell circulatory structure described by Ferrel almost a century earlier. 
(See fi gure 2.6.) Rossby ’ s 1941 summary of  “ the scientifi c basis of modern 
meteorology ”  already focused on the planetary circulation as the ultimate 
cause of weather patterns.  4   World War II military aviators, fl ying frequently 
at high altitudes, accumulated substantial experience of the polar jet 
stream at 50 – 60 °  latitude, near the northern boundary of the mid-latitude 
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Ferrel cell.  5   Rossby ’ s long waves explained the jet stream ’ s meanders, which 
in turn helped explain the movements of weather systems closer to the 
ground. 

 Therefore, models of  global  atmospheric motion occupied the pinnacle 
of Charney ’ s hierarchy of models. Today such models are known as GCMs, 
an acronym standing interchangeably for  “ general circulation model ”  and 
 “ global circulation model. ”   6   GCMs represented the last step in von 
Neumann ’ s meteorological research program, which would culminate in 
what he called the  “ infi nite forecast. ”   7   By this phrase, von Neumann did 
not intend deterministic prediction of weather over long or  “ infi nite ”  
periods. Instead, he had in mind the statistically  “ ordinary circulation 
pattern ”  that would emerge when  “ atmospheric conditions . . . have 
become, due to the lapse of very long time intervals, causally and statisti-
cally independent of whatever initial conditions may have existed. ”  This 
phrase sounds remarkably like the mathematical concept of chaos, by 
which minute variations in initial conditions rapidly generate extreme 
divergences in outcomes: a butterfl y fl aps its wings over Brazil and causes 
a tornado in Texas. In fact, the theoretical meteorologist Edward Lorenz 
fi rst discovered what we now call chaos theory while working with atmo-
spheric models in the early 1960s.  8   But in the mid 1950s, these results, and 
the idea of chaos itself, remained unknown. In 1955, von Neumann ’ s 
 “ infi nite forecast ”  expressed the widespread belief that global atmospheric 
fl ows might display predictable symmetry, stability, and/or periodicity. 
Research aimed at fi nding such predictable features remained active 
throughout the 1950s.  9   

 But how could modelers verify an  “ infi nite forecast ” ? In other words, 
what did meteorologists actually know  from data  about the general circula-
tion in the mid 1950s? An image of the state of the art may be found in 
the work of MIT ’ s General Circulation Project, which began in 1948 and 
continued for some 20 years under the leadership of Victor Starr, supported 
principally by the Air Force and the Atomic Energy Commission. (UCLA 
conducted similar, independent work under the same auspices.) The 
General Circulation Project collected every available data source that might 
reveal more details of the circulation ’ s structure. Articles describing these 
data almost invariably opened with extensive caveats regarding the small 
quantity and poor quality of upper-air measurements then available. 
Nonetheless, a crude data-based picture began to emerge. One study, by 
Starr and Robert White (of the Travelers Insurance Corporation), included 
all available upper-air observations for 1950 from 75 stations along fi ve 
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latitude bands, each with 10 – 19 stations. This  “ involved altogether a total 
of 176,000 individual wind readings, 57,000 humidity readings, and 77,000 
temperature readings. ”   10   In the mid 1950s, such a quantity of observations 
seemed gigantic. Yet these data remained insuffi cient for all but the crudest 
possible picture of global fl ows. After ten years of intensive effort, Starr 
would write:  “ . . . whether we like it or not, meteorologists have been 
struggling with problems of the most primitive kind concerning the 
motions of the atmosphere. . . . The questions at issue have not been such 
as relate to some fi ne points concerning a general scheme that is accepted 
as sound. Rather [they concern] whether some crucial portion of the 
system operates forward or in reverse. ”  

 Starr was talking about the basic mechanism of the large-scale circula-
tory cells. (See fi gure 2.7.) Did those cells produce a positive energy release, 
converting potential energy into kinetic energy (as in Ferrel ’ s scheme), or 
a negative one, converting kinetic energy into potential energy (as General 
Circulation Project studies of the mid 1950s seemed to show)? Starr wrote 
that even this fundamental question could not yet be answered because 
general circulation theory remained inadequate. 

 The limiting factor always has been, and will continue to be, the completeness and 

accuracy of the de facto pictures of the general circulation. . . . What counts are not 

mere tabulations of data; it is their intelligent organization according to physical 

laws so as to lead to physical depiction of relevant processes and schemes of motion. 

. . . Due no doubt to the complexity of the system considered, correct processes 

have thus far found their incorporation into theoretical models, almost without 

exception, only  after  their empirical discovery.  11   

 Further details of this issue need not concern us here. What is of interest 
to us is Starr ’ s conviction that the absence of suffi cient data, especially in 
the vertical dimension, still rendered theories of the general circulation 
fundamentally speculative, even on very basic issues. Starr ’ s  cri de coeur  for 
 “ intelligent organization ”  of data leading to  “ physical depiction of relevant 
processes and schemes of motion ”  would be answered through general 
circulation modeling. 

 The fi rst experiments with GCMs came only months after the opera-
tional launch of numerical weather prediction. In these models, the limits 
of predictability, numerical methods, and computer power would be tested 
together. As Nebeker has shown, GCMs would reunify meteorology ’ s three 
main strands — forecasting, dynamical-theoretical meteorology, and empir-
ical-statistical climatology — within a single research program.  12   They would 
transform climatology from a statistical science oriented toward the 
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particularity of regional climates into a theoretical science more focused 
on the global scale. Ultimately, they would also guide vast changes in 
the global data infrastructure, and they would transform the sources and 
the very meaning of the word  ‘ data ’ . 

 In this chapter, I discuss the basic principles of climate simulation, 
focusing on general circulation models. I then tell the story of the fi rst 
generation of GCMs and the modeling groups that created them, ending 
with a genealogy that links them to subsequent groups and models. Finally, 
I discuss early studies of carbon dioxide doubling (a paradigmatic experi-
ment that later became a benchmark for climate-change studies) and the 
role of data friction in delaying the empirical evaluation of climate 
simulations. 

 How Climate Models Work 

 Charney ’ s model hierarchy sketched a path from simple to complex: from 
two-dimensional, regional forecast models to three-dimensional hemi-
spheric and global circulation models. As climate modeling matured, 
another model hierarchy emerged, this one aimed not at forecasting but 
at characterizing how the atmosphere and the oceans process solar energy. 
This section departs from the historical approach for purposes of exposi-
tion, briefl y describing how climate models work before returning to the 
history of GCMs. 

 Earth is bathed in a constant fl ood of solar energy. The laws of physics 
dictate that over time the planet must remain, on average, in thermal 
equilibrium. In other words, it must ultimately re-radiate all the energy it 
receives from the sun back into space. The atmosphere ’ s blanket of gases —
 primarily nitrogen, oxygen, and water vapor — absorbs much of the incom-
ing radiation as heat. The oceans absorb solar energy directly; they also 
transfer heat to and from the atmosphere. With their great mass, the 
oceans retain much more energy than the air, functioning as a gigantic 
heat sink and moderating changes of temperature in the atmosphere. If 
Earth had no atmosphere or oceans, its average surface temperature would 
be about  – 19 ° C. Instead, the heat retained in the atmosphere and oceans 
maintains it at the current global average of about 15 ° C. 

 At the equator, Earth receives more heat than it can re-radiate to space; 
at the poles, it re-radiates more heat than it receives. Thus the climate 
system, as a thermodynamic engine, serves to transport heat from the 
equator toward the poles. The most fundamental climatological questions 
regard exactly how much heat is retained (the global average temperature), 
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where the energy resides (in the oceans, atmosphere, land surfaces, etc.), 
how it is distributed, and how it circulates around the globe in the course 
of moving poleward. 

 Fundamentally, then, Earth ’ s temperature is a matter of what climatolo-
gists call  “ energy balance. ”  Modeling the climate therefore begins with the 
 “ energy budget ” : the relationship between incoming solar radiation and 
outgoing Earth radiation. Energy balance models (EBMs) use measured or 
calculated values for such factors as solar radiation, albedo (refl ectance), 
and atmospheric absorption and radiation to compute a single global radia-
tive temperature. The simplest,  “ zero-dimensional ”  EBMs treat Earth as if 
it were a point mass. These models involve just a few equations and can 
be solved by hand, with no need for computers. Energy balance can also 
be calculated one-dimensionally, by latitude bands or  “ zones, ”  to study 
how the relationship changes between the equator and the poles, or two-
dimensionally, including both zonal and longitudinal or  “ meridional ”  
energy fl ows. Svante Arrhenius ’ s calculations of carbon dioxide ’ s effect on 
Earth ’ s temperature constituted one of the earliest one-dimensional (zonal) 
EBMs.  13   

 A second type of climate model, the radiative-convective (RC) model, 
focuses on vertical transfers of energy in the atmosphere through radiative 
and convective processes. Such models typically simulate the atmosphere ’ s 
temperature profi le in either one dimension (vertical) or two (vertical and 
zonal). When Callendar revived the carbon dioxide theory of climate 
change in 1938, he used a one-dimensional radiative model that divided 
the atmosphere into twelve vertical layers.  14   

 A third type is the two-dimensional statistical-dynamical model, 
employed primarily to study the circulatory cells. In these models the 
dimensions are vertical and meridional. Schneider and Dickinson, who 
fi rst described the hierarchy of climate models, identifi ed sub-classes of 
EBMs and RC models, as well as several kinds of dynamical models less 
computationally demanding than GCMs.  15   

 In contrast with the way NWP models developed, work on computer-
ized climate models did not follow a straightforward path up the hierarchy 
from simple to complex. Instead, climate modeling  began  with GCMs, the 
most complex models of all. In the course of this work, new radiative-
convective models were developed — sometimes by the same people, such 
as Syukuro Manabe, who also pioneered general circulation modeling at 
the Geophysical Fluid Dynamics Laboratory (see below).  16   Major work on 
new EBMs — the simplest models — followed later, in the late 1960s.  17   Work 
on RC models and EBMs helped GCM builders conjure up code for vertical 
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transfers of heat, and also provided  “ reality checks ”  on GCM results.  18   
Climate scientists continue to use these simpler models for many purposes, 
but this book will not discuss them further.  19   

 General circulation models (GCMs) are three-dimensional simulations, 
integrated over time. The earliest such models used simplifi ed equations, 
but virtually all modern GCMs are based on the atmospheric primitive 
equations developed by Vilhelm Bjerknes, Lewis Fry Richardson, and 
others, which were in turn based on the Navier-Stokes fl uid dynamics 
equations. GCMs simulate not only the planetary heat exchange described 
by EBMs and RC models, but also the planetary circulation or movement 
of the atmosphere: patterns of fl ow, such as the jet streams and Hadley 
cells, resulting from the interaction of planetary rotation, insolation, gravi-
tation, heat exchange, humidity, orography (surface features such as 
mountain ranges), sea surface temperature and friction, and many other 
factors. The oceans also circulate, with dynamics of their own. Transfers 
of energy between the oceans and the atmosphere play an enormous role 
in both weather and climate. For this reason, today ’ s atmospheric GCMs 
(AGCMs) are typically linked to ocean GCMs in  “ coupled atmosphere-
ocean models ”  (AOGCMs). 

 All GCMs consist of two major elements. The  “ dynamical core ”  simu-
lates large-scale movement using the primitive equations of fl uid motion. 
The underlying mathematics of dynamical cores are relatively well under-
stood. However, like any equations, they may be expressed in different 
forms for different purposes. Further, solving the equations on a computer 
requires representing them numerically, and there are numerous ways to 
do this, each with characteristic computational benefi ts and drawbacks. 
For example, the rectangular latitude-longitude grid is only one way to 
represent the Earth ’ s surface, and it is not the best one for modeling a 
sphere, because the convergence of longitude lines near the poles incon-
veniently shortens the model time step. To avoid this, modelers have 
experimented with many kinds of grids, including triangular, hexagonal, 
icosahedral, and Gaussian ones. 

 The second element, the  “ model physics, ”  includes all the other major 
processes that occur in the atmosphere. Many of these processes involve 
transfers of heat. Others involve transfers of moisture — for example, from 
lakes, rivers, and oceans to the atmosphere and vice versa. In the real 
atmosphere these processes generally occur at scales much smaller than 
the model grids — all the way down to the molecular level, at which heat 
is absorbed and re-radiated by gases; modelers call these  “ sub-grid scale ”  
processes. Model physics also includes friction between land or ocean 
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surfaces and the air, transfers of heat between the ocean and the atmo-
sphere, cloud formation, and many other processes. Modelers represent 
sub-grid-scale physics indirectly by means of parameters (mathematical 
functions and constants that capture the large-scale effects of smaller-scale 
processes without modeling them directly). Parameterizing physical pro-
cesses accurately is the most diffi cult aspect of climate modeling and is a 
source of considerable scientifi c and political controversy. 

 As climate modeling evolved and spread, modelers worked to improve 
their simulations along three major fronts at once. First, they developed 
better numerical schemes for integrating model equations, reducing the 
amount of error incurred by approximating the solutions. Second, to 
resolve smaller-scale phenomena, they decreased the distance between 
model gridpoints. Finally, they added more physical processes to the 
models. Major additions to climate model physics included radiative trans-
fer, cloud formation, ocean circulation, albedo, sulfate emissions, and 
particulate aerosols. In the 1980s, modelers sought to expand climate 
studies by adding other elements of the overall climate system, such as 
sea ice, vegetation, snow, and agriculture, to create  “ Earth system models ”  
(ESMs). By the mid 1990s, some models included the entire carbon 
cycle, including uptake by plants, absorption by the oceans, and release 
through fossil fuel combustion and the decay of plant matter.   Figure 7.1  
illustrates additions to climate model physics from the mid 1970s to 
about 2005, based on the climate models used in the four assessment 
reports of the Intergovernmental Panel on Climate Change. (These include 
virtually all of the world ’ s GCMs.) In chapter 13, we will explore model 
physics and the controversies surrounding parameterization in much 
more detail.   

 At this writing, in 2009, typical climate AGCM grid resolutions at the 
surface are 1 – 5 °  latitude by 4 – 8 °  longitude, translating roughly as rectan-
gles with sides between 100 and 500 km in length. Layers of varying depth 
represent the vertical dimension to a height of around 20 km, with more 
layers at lower altitudes, where the atmosphere is denser; modern GCMs 
typically have 30 – 50 layers. Early GCMs used a Cartesian grid structure 
(  fi gure 7.2 ), computing vertical and horizontal mass and energy transfers 
between grid boxes at each time step (typically 10 – 15 minutes). Later 
GCMs used spectral transform techniques to carry out some computations 
in  “ wave space ”  (see below). Whereas converting early models into 
computer programs required only a few thousand lines of FORTRAN, 
today ’ s most sophisticated models contain more than a million lines of 
program code.   
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 Figure 7.1 
 Processes incorporated in generations of GCMs beginning in the mid 1970s. 

Acronyms refer to the four assessment reports (AR) of the Intergovernmental Panel 

on Climate Change, released in 1990 (FAR), 1995 (SAR), 2001 (TAR), and 2007 (AR4).  

  Source :  Climate Change 2007: The Physical Science Basis  (Cambridge University Press, 

2007). Image courtesy of IPCC. 
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 GCMs can be used both to forecast the weather and to simulate the 
climate. With a forecast GCM, you want to know exactly what will happen 
tomorrow, or next week, so you initialize the model with observations. 
(This means that you set the values for each variable in every grid box 
using the best available data.) Then you run the model for a week or so at 
the highest possible resolution. Because of the chaotic nature of weather, 
however, forecast GCMs lose almost all their predictive skill after two to 
three weeks. Climate GCMs are used quite differently. You want to see the 
model ’ s climate — its average behavior over long periods, not the specifi c 
weather it generates on any particular day. So you need to run the model 
for years, decades, or even longer. That can add up to a lot of very expen-
sive supercomputer time. To reduce the amount of computer time each 
run required, early climate modelers often initialized GCMs with climato-
logical averages — observational data. Today, however, models typically 
are  not  initialized with data. Instead, they are simply allowed to  “ spin up ”  
from a resting state, with the various forces driving the climate — solar 
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 A schematic representation of the Cartesian grids used in fi nite-difference GCMs. 

 Graphic by Courtney Ritz and Trevor Burnham. 
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radiation, gravity, evaporation, the Coriolis effect, and so on — generating 
the model ’ s circulation. The spin-up phase, which takes years to decades 
of simulated time, ends when the model comes into a relatively steady 
state known as  “ equilibrium. ”  At equilibrium the model has developed its 
own  “ climate, ”  with Hadley, Ferrel, and polar cells, circulatory patterns 
such as jet streams, seasonal changes, a vertical temperature profi le, and 
other characteristic features.  

 Only when the model comes to equilibrium does the actual climate 
simulation begin. After that, you run the model for many simulated 
years (20, 100, perhaps even 1000) and measure its averages, just as you 
would average real weather data to characterize the real climate. For 
example, at each gridpoint you might take the maximum and minimum 
temperature for each day in a simulated January, add them and divide 
by 2, then add the averages for 50 simulated Januarys and divide by 50 to 
get the model ’ s average temperature in January (and so on). To evaluate 
the simulation, you would compare its averages with real climatological 
data. If your model is a good one, it should more or less reproduce, for 
example, the seasons and the global distribution of temperature and 
rainfall. 

 No climate model, past or present, can precisely reproduce every detail 
of the real climate. Furthermore, since models represent so many processes 
and variables, it is commonplace for a GCM to reproduce one variable (e.g. 
temperature) quite well even as it does poorly on another variable (e.g. 
winds or rainfall). Because the models are complex, diagnosing the reasons 
for these performance differences can be extremely diffi cult. The goal is to 
get as close as is possible to a realistic climate, using a minimum of ad hoc 
adjustments, in order to understand why the system behaves as it does. 
Ultimately you want to know how changes in  “ forcings ”  — the variables 
that alter system behavior, such as solar output, greenhouse gases, and 
particulate aerosols — affect the global climate. We will return to these 
matters below, but for the moment we will once again follow the historical 
thread, beginning with the earliest effort to carry out an  “ infi nite 
forecast. ”  
  
 The next fi ve sections of this chapter describe pioneering efforts in climate 
modeling. Readers versed in meteorology and/or computer modeling 
should have no trouble following the discussion, but others ’  eyes may glaze 
over. If you are among the latter, I invite you to skip ahead to the section 
titled  “ The General Circulation of Circulation Models. ”  
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 The Prototype: Norman Phillips ’ s Model 

 The fi rst person to attempt a computerized general circulation model was 
Norman Phillips. During World War II, as an Army Air Force offi cer, 
Phillips had studied meteorology. He went on to graduate training at 
Chicago under George Platzman (a member of the ENIAC experiment 
team) and Carl-Gustav Rossby. Phillips joined the IAS Meteorology Project 
in 1951 and worked with Rossby ’ s group in Stockholm during 1953 and 
1954. While in Stockholm, he participated in the world ’ s fi rst operational 
numerical forecasts. Thus Phillips found himself at the very center of early 
NWP research. By 1954 he had already worked with his generation ’ s fore-
most dynamic meteorologists, and they had encouraged him in his ambi-
tion. By mid 1955, Phillips had completed a two-layer, hemispheric, 
quasi-geostrophic computer model.  20   

 As we saw in chapter 6, results from the initial ENIAC tests of numerical 
weather prediction had elated the experimenters, who hadn ’ t expected 
their highly simplifi ed model to work so well. Having worked closely with 
the group, Phillips shared their euphoria. The historian John Lewis notes 
that Phillips also paid close attention to another line of research on circula-
tion:  “ dishpan ”  model experiments.  21   These analog models consisted of a 
rotating tank fi lled with viscous fl uid. When heated at the rim and cooled 
in the center, the tank produced fl ow patterns resembling those observed 
in the atmosphere. Watching these fl ows, Phillips felt  “ almost forced to 
the conclusion that at least the gross features of the general circulation of 
the atmosphere can be predicted without having to specify the heating 
and cooling in great detail. ”   22   

 Phillips ’ s published study began with a discussion of the chief features 
of the general circulation then known from observation. These included 
the following: 

  •    the vertical temperature profi le of the atmosphere and the existence of 
the stratosphere 
  •    the decrease of temperature between the equator and the poles, with the 
largest effect occurring in middle latitudes 
  •    average wind direction and speed at different latitudes and altitudes, 
including such features as the trade winds and jet streams 
  •    cyclones (low pressure systems), anticyclones (high pressure systems), 
and the associated fronts, major features of the circulation above the tropi-
cal latitudes 
  •    the absence of an  “ organized ”  meridional (equator-to-pole) circulation 
outside the trade wind regions.  23   
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 Much of this knowledge had been acquired in the previous 15 years, as 
upper-air data networks emerged. 

 For theorists, the above-mentioned features and their interactions 
demanded explanation. For example, cyclones and anticyclones are large-
scale eddies, much like those that form near rocks in a river as water fl ows 
over and around them. Globally, the circulation transports solar heat from 
the equator to the poles. If there is no organized meridional (longitudinal) 
circulation, such eddies must be involved in this heat transport process —
 but how? And how did they interact with the average zonal (latitudinal) 
winds?  24   

 Phillips applied nascent NWP techniques, testing whether the geo-
strophic approximation could reproduce these features of the general cir-
culation. He described his approach as a  “ numerical experiment ”  whose 
 “ ideal form would . . . be to start with an atmosphere at rest . . . and simply 
make a numerical forecast for a long time. ”  He hoped that  “ ultimately 
some sort of quasi-steady state would be reached, in which the input of 
energy would be balanced by frictional losses, and the typical fl ow patterns 
would have some resemblance to those in the actual atmosphere. ”  

 Phillips carried out his fi rst  “ numerical experiment ”  on the IAS com-
puter at Princeton, a machine with just 1 kilobyte of main memory and 2 
kilobytes of magnetic drum storage. To navigate between these memory 
constraints and his mathematical model, he chose a 17  16 fi nite-difference 
grid, with gridpoints spaced 625 km apart in the  y  coordinate (latitude) 
and 375 km apart along the  x  coordinate (longitude). This rendered a 
model surface that was 10,000 km by 6000 km. The  y  axis represented 
roughly the actual distance from equator to pole, while the  x  axis approxi-
mated the size of a single large eddy and was thus much smaller than 
Earth ’ s circumference at the equator (about 40,000 km). To simulate the 
circulatory fl ow, eddies moving off the eastern edge of the model re-
entered it on the west, making the model ’ s topology effectively cylindrical. 
Two pressure levels represented the vertical dimension. The model used a 
one-day time step during a  “ spin-up ”  of 130 simulated days. After that, 
the time step was reduced to around 2 hours and the model was run for 
31 simulated days.  25   

 Phillips used numerous simplifying techniques to make his model trac-
table. For example, the model contained no moisture or clouds. It failed 
to replicate many characteristics of the observed circulation, but it did 
reproduce some fundamental features, including the easterly-westerly-
easterly zonal distribution of surface winds, a jet stream, and a net trans-
port of heat from equator to pole. It is now generally regarded as the fi rst 
working numerical general circulation model. 
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 Almost in passing, Phillips made note of what would become a crucial 
issue for all future GCMs.  “ The experiment, ”  he wrote,  “  contains empirical 
elements  in that the representation of certain physical effects is based on 
meteorological experience with the actual atmosphere,  rather than being 
predicted from fundamental laws of physics . ”  For example, rather than attempt 
to simulate evaporation and condensation directly, Phillips simply fi xed 
his model ’ s stability factor at 80 percent of its measured value in the atmo-
sphere. Phillips hoped that  “ a more complete theory of the atmospheric 
motions [would] eventually explain these quantities also. ”  This tension 
between  “ empirical elements ”  and prediction from physical theory has 
persisted throughout the subsequent history of atmospheric modeling. 
Even as modelers eliminated some empirical elements in favor of theory-
based calculation, they introduced others as models became more complex. 

 Phillips ’ s model provoked enormous excitement. In the short term, it 
sparked action by John von Neumann, who immediately called a con-
ference at Princeton on  “ Application of Numerical Integration Techniques 
to the Problem of the General Circulation ”  and composed a research pro-
posal on  “ Dynamics of the General Circulation. ”  As John Lewis points 
out, by framing the project as a contribution to forecasting von Neumann 
positioned it strategically to gain further funding from the Weather 
Bureau, the Air Force, and the Navy.  26   In the long term, Phillips ’ s model 
inspired an entire generation of dynamical meteorologists and climate 
scientists, not only in the United States but also in the United Kingdom 
and Japan. In 1956, his paper received the fi rst Napier Shaw Prize of the 
UK ’ s Royal Meteorological Society. Akio Arakawa, later a leader in general 
circulation modeling, has noted more than once that his  “ excitement 
about the new developments ”  in studies of the general circulation 
 “ reached its climax when Phillips ’ s paper appeared in 1956. ”  In order to 
 “ share this excitement with other Japanese meteorologists ”  Arakawa, then 
working at the Japan Meteorological Agency, published a monograph 
in Japanese describing Phillips ’ s work and its relevance to circulation 
theories.  27   

 With Phillips ’ s experiment as proof of concept, a new generation of 
theoretical meteorologists began to envision models based directly on the 
primitive equations. Phillips marked out the path: start with simplifying 
assumptions, such as barotropy and quasi-geostrophy, then eliminate 
them, one by one, until nothing remained but the primary physics. Putting 
this program into practice would require not only a lot more computer 
power, but also further refi nement of numerical methods for solving 
differential equations. Perfecting primitive-equation GCMs became 
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something of a  “ holy grail ”  for both forecasting and climatology. In the 
following sections, I describe the fi rst four efforts to meet this challenge. 
All four were based in the United States, but Japanese  é migr é  scientists 
played major roles in three of them. 

 The Geophysical Fluid Dynamics Laboratory 

 Responding positively to von Neumann ’ s proposal, the US Weather Bureau 
created a General Circulation Research Section under the direction of 
Joseph Smagorinsky in 1955. Smagorinsky saw his charge as completing 
the fi nal step of the von Neumann – Charney computer modeling program: 
a three-dimensional, global, primitive-equation general circulation model 
of the atmosphere.  28   The General Circulation Research Section initially 
found laboratory space in Suitland, Maryland, near the Weather Bureau ’ s 
JNWP unit. Subsequently this lab endured several changes of name and 
location, moving fi rst to Washington, D.C. as the General Circulation 
Research Laboratory. Renamed the Geophysical Fluid Dynamics Laboratory 
in 1963, the lab decamped to Princeton University in 1968, where it 
remains. (For consistency, I will refer to all these incarnations by the lab ’ s 
current acronym, GFDL.) 

 In 1955 – 56, as lab operations commenced, Smagorinsky collaborated 
with von Neumann, Charney, and Phillips to develop a two-level baro-
clinic model based on a subset of the primitive equations. Like Phillips ’ s, 
this model reduced complexity by using  “ walls ”  to mark off a section of 
the planetary sphere. This time the walls were latitudinal instead of longi-
tudinal, so that the model could simulate zonal circulation across about 
65 °  of latitude, roughly two thirds of one hemisphere.  29   

 Like virtually all GCMs, GFDL ’ s early models were developed by col-
laborative teams consisting chiefl y of dynamical meteorologists and com-
puter programmers, many of whom, including Leith Holloway and Richard 
Wetherald of GFDL, had begun their careers as meteorologists. Often 
wrongly seen as purely mechanical work, in the late 1950s and early 1960s 
scientifi c computer programming was an arcane and diffi cult art. Scientists 
expressed GCMs as sets of variables, parameters, and systems of equations, 
many of them nonlinear. Solving those equations with a computer program 
required choosing from among multiple possible ways to translate the dif-
ferential equations into fi nite-difference equations. These then had to be 
translated into computer code, which required another series of choices, 
almost all of which would infl uence both the effi ciency and the accuracy 
of computer processing. 
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 Writing code for GCMs required great skill and ingenuity not only with 
programming itself, but also with the complex mathematics of the theo-
retical models and with numerical and computational methods. Therefore, 
GCM laboratory teams often consulted, and sometimes included, mathe-
maticians specializing in such techniques as numerical analysis and non-
linear computational stability. (For example, GFDL employed Douglas 
Lilly.) At fi rst these partners in model development received recognition 
only as assistants, but within a few years GFDL and some other laboratories 
acknowledged the scientifi c importance of their technical contributions by 
listing the main programmers as co-authors. 

 In 1959, Smagorinsky invited Syukuro Manabe of the Tokyo NWP 
Group to join the General Circulation Research Laboratory. Impressed 
by Manabe ’ s early publications, Smagorinsky assigned Manabe to GCM 
development. Smagorinsky provided Manabe with a programming staff, 
allowing him to focus on the mathematics of the models without writing 
code.  30   Initially, they worked on re-coding Smagorinsky ’ s two-level baro-
clinic model for the experimental IBM STRETCH supercomputer, then still 
under development. When the STRETCH fi nally arrived in 1962, GFDL 
shared the machine with the Weather Bureau ’ s numerical weather pre-
diction unit. In an interview with me, programmer Richard Wetherald 
described this arrangement as  “ disastrous ”  for GFDL, which had second 
priority on the breakdown-prone machine. By 1965, Smagorinsky, 
Manabe, Holloway, Wetherald, and other collaborators had completed a 
nine-level, hemispheric GCM using the full set of primitive equations.  31   
They began by re-coding relevant parts of the old two-level model in 
FORTRAN to avoid the diffi cult STRAP assembly language used by the IBM 
STRETCH. 

 From the beginning, GFDL took a long-range view of the circulation 
modeling effort. Lab members expected a slow path to realistic simulations, 
and they remained acutely aware of the pitfall of getting the right results 
for the wrong reasons. Their research strategy used GCMs to diagnose what 
remained poorly understood or poorly modeled, and simpler models to 
refi ne both theoretical approaches and modeling techniques, in an itera-
tive process: 

 We fi rst constructed with considerable care, and in fact programmed, the most 

general of a hierarchy of models in order to uncover in some detail the body of 

physics needed, to determine where the obvious weaknesses were, and to give us 

some idea of the computational limitations we could expect. The perspective thus 

gained was invaluable. We then laid out a program of simplifi ed models which can 

be constructed as a sub-set of the most general one. The main requirements were 

(1) that each model represent a physically realizable state, (2) that they could be 
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constructed computationally . . . , and (3) that they collectively would provide a 

step-by-step study of the behavior of new processes and their infl uence on the 

interactive system. Hence, many of the intermediate models in themselves may lack 

detailed similitude to the atmosphere but provide the insight necessary for careful 

and systematic scientifi c inquiry.  32   

 This strict attention to correcting physical theory and numerical methods 
before seeking verisimilitude became a hallmark of the GFDL modeling 
approach.  33   The full primitive-equation GCM ( “ the most general ”  model) 
served as a conceptual framework, driving work on simpler models which 
led to refi nements of the GCM. 

 Exchanges of energy between the oceans and the atmosphere are fun-
damental to general circulation physics. Sea water, far denser than the 
atmosphere, retains much more heat. Ocean currents such as the Gulf 
Stream absorb, release, and circulate this heat around the planet, strongly 
affecting global atmospheric temperatures and fl ows. Smagorinsky foresaw, 
very early, the need to couple ocean circulation models to atmospheric 
GCMs. In 1961 he brought the ocean modeler Kirk Bryan to the GFDL to 
begin this work.  34   At fi rst, GFDL used a highly simplifi ed one-layer ocean 
model, widely known as the  “ Manabe swamp ocean. ”  Ultimately, however, 
better climate simulations would require coupling atmospheric GCMs to 
ocean GCMs. In 1969, Manabe and Bryan published the fi rst results from 
a coupled atmosphere-ocean general circulation model (AOGCM).  35   
However, this model used a highly idealized continent-ocean confi gura-
tion that did not much resemble the real Earth. The fi rst results from an 
AOGCM with more realistic continent-ocean confi gurations did not appear 
until 1975.  36   

 By the mid 1960s, Smagorinsky had taken a leading role in planning 
the gigantic Global Atmospheric Research Program (GARP), a project which 
would continue into the 1980s. GARP occupied an increasing share of 
Smagorinsky ’ s time, and Manabe emerged as the de facto leader of GFDL ’ s 
GCM effort. Manabe ’ s work style was always highly collaborative. Manabe ’ s 
group was among the fi rst to perform carbon dioxide doubling experiments 
with GCMs,  37   to couple atmospheric GCMs with ocean models,  38   and to 
perform very long runs of GCMs under carbon dioxide doubling.  39     Box 7.1  
sketches the major GFDL model series through the mid 1990s.   

 The UCLA Department of Meteorology 

 Jacob Bjerknes founded the UCLA Department of Meteorology in 1940. He 
soon established a General Circulation Project as a central focus of the 
department ’ s research. Yale Mintz, a Bjerknes graduate student who 
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 The following list, derived from interviews with various GFDL staff members 

in the late 1990s, describes the major GFDL models in the informal terms 

used at the laboratory. 

 MARKFORT 

 MARKFORT was GFDL ’ s fi rst  “ production ”  model. The prototype for the 

MARKFORT series was the original nine-level Smagorinsky-Manabe hemi-

spheric model described in the text.  a   Used well into the 1960s, a two-level 

version of the model was initially run on the IBM STRETCH. 

 Zodiac 

 The Zodiac fi nite-difference model series was the second major GFDL 

GCM and its fi rst fully global one. Used throughout the 1970s, its most 

important innovation was a spherical coordinate system developed by Yoshio 

Kurihara.  b   

 Sector 

 Not a separate GCM but a subset of the GFDL global model series. To conserve 

computer time (especially for coupled atmosphere-ocean modeling), integra-

tions were performed on a longitudinal  “ sector ”  of the globe (e.g. 60 °  or 120 ° ) 

with a symmetry assumption for conversion to global results. The early Sector 

models employed highly idealized land-ocean distributions.  c   

 Skyhigh 

 Work on Skyhigh, a GCM with high vertical resolution covering the tropo-

sphere, the stratosphere, and the mesosphere, began in 1975.  d   

 GFDL Spectral Model 

 In the mid 1970s, GFDL imported a copy of the spectral GCM code developed 

by William Bourke at the Australian Numerical Meteorological Research 

Centre.  e   Bourke and Barrie Hunt had originally worked out the spectral mod-

eling techniques while visiting GFDL in the early 1970s. 

 Box 7.1 
 The GFDL GCM Series 
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 Supersource 

 In the late 1970s, Leith Holloway began to re-code the GFDL spectral model 

to add modularity and user-specifi able options. The resulting model, 

Supersource, remained in use at GFDL through the 1990s. Supersource physics 

descend from Manabe et al. ’ s Zodiac grid model series. Users can specify code 

components and options. Supersource has often been used as the atmospheric 

component in coupled atmosphere-ocean GCM studies.  f   

 a.   J. Smagorinsky et al.,  “ Numerical Results from a Nine-Level General Circulation 

Model of the Atmosphere, ”   Monthly Weather Review  93, 1965: 727 – 68. 

 b.   Yoshio Kurihara,  “ Numerical Integration of the Primitive Equations on a Spherical 

Grid, ”   Monthly Weather Review  93, no. 7, 1965: 399 – 415. 

 c.   See e.g. S. Manabe and K. Bryan,  “ Climate Calculations with a Combined 

Ocean-Atmosphere Model, ”   Journal of the Atmospheric Sciences  26, no. 4, 1969: 

786 – 89. 

 d.   J. D. Mahlman et al.,  “ Simulated Response of the Atmospheric Circulation to a 

Large Ozone Reduction, ”  in  Proceedings of the WMO Symposium on the Geophysical 

Aspects and Consequences of Changes in the Composition of the Stratosphere , Toronto, 

1978. 

 e.   W. Bourke,  “ A Multi-Level Spectral Model. I. Formulation and Hemispheric 

Integrations, ”   Monthly Weather Review  102 (1974): 687 – 701; T. Gordon and B. Stern, 

 “ Spectral Modeling at GFDL, ”  in  Report of the International Symposium on Spectral 

Methods in Numerical Weather Prediction , 1974; C. T. Gordon,  “ Verifi cation of the 

GFDL Spectral Model, ”  in  Weather Forecasting and Weather Forecasts , ed. D. L. 

Williamson et al., Advanced Study Program, National Center for Atmospheric 

Research, 1976, volume 2. 

 f.   S. Manabe and R. J. Stouffer,  “ Two Stable Equilibria of a Coupled Ocean-

Atmosphere Model, ”   Journal of Climate  1, 1988: 841 – 65; S. Manabe et al.,  “ Response 

of a Coupled Ocean-Atmosphere Model to Increasing Atmospheric Carbon Dioxide, ”  

 Ambio  23, no. 1, 1994: 44 – 49. 

Box 7.1
(continued)
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received his PhD in 1949, stayed at UCLA as Bjerknes ’ s associate project 
director. Among other things, the General Circulation Project carried out 
extensive data analysis for a climatological atlas. An obituary later recalled 
Mintz ’ s  “ heroic efforts . . . in the earlier phase of this project during which 
he orchestrated an army of student helpers and amateur programmers to 
feed a prodigious amount of data through paper tape to SWAC, the earliest 
computer on campus. ”   40   

 In the late 1950s, Mintz began to design numerical GCMs.  41   As 
Smagorinsky had done, Mintz recruited a Tokyo University meteorologist, 
Akio Arakawa, to help him build general circulation models. Arakawa, 
known for his wizardry with numerical methods, was particularly inter-
ested in building robust schemes for parameterizing cumulus convection, 
a major but poorly understood process of vertical heat transport in the 
atmosphere. Beginning in 1961, Mintz and Arakawa constructed a series 
of increasingly sophisticated GCMs. Arakawa persuaded Mintz to pay more 
attention to designing model dynamics that could sustain long-term inte-
gration.  42   The fi rst UCLA GCM, completed in 1963, was a two-level global 
primitive-equation model with 7 °  latitude by 9 °  longitude horizontal reso-
lution. It included realistic land-sea distributions and surface topography. 
Mintz never learned to program computers; Arakawa did all the model 
coding. With this project completed, Arakawa returned to Japan, but Mintz 
persuaded him to return to UCLA permanently in 1965. 

 Of all the world ’ s general circulation modeling groups, the UCLA 
laboratory probably had the greatest infl uence on others, especially in the 
1960s and the 1970s. This infl uence resulted not only from continuing 
innovation, particularly in cumulus parameterization, but also from the 
UCLA group ’ s exceptional openness to collaboration and sharing. Whereas 
GFDL was a pure-research institution, UCLA operated in the mode of an 
academic graduate program, with a mission that included training and 
knowledge diffusion. Also more typical of the academic tradition, until the 
1980s the UCLA group focused primarily on model development, leaving 
 “ production ”  uses of the models (e.g. experimental studies) to other 
institutions. 

 Because the UCLA group emphasized advancing the state of the art 
rather than perfecting the models in detail, its models developed some-
what more rapidly than those of more experiment-focused GCM groups. 
In addition, the more open nature of the institution encouraged migration 
of the model to other laboratories. UCLA Department of Meteorology 
graduates carried the model with them to numerous other institutions, and 
visitors from around the world spent time at the group ’ s laboratories. This 
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pattern is vividly apparent in the history of the UCLA model series, 
described by Arakawa in a festschrift celebrating his work.  43     Box 7.2 , based 
on Arakawa ’ s account, my interviews with him, and model documenta-
tion, summarizes the models ’  characteristics and their migration to other 
laboratories.   

 The Livermore Atmospheric Model (LAM) 

 In 1960, Cecil E.  “ Chuck ”  Leith began work on a GCM at the Lawrence 
Livermore National Laboratory in Livermore, California. Trained as a phys-
icist, Leith became interested in atmospheric dynamics through his discus-
sions with Joseph Knox, a meteorologist at Livermore. As Leith recalled it 
in a 1997 interview, Knox was there because of the lab ’ s interest in nuclear 

 Box 7.2 
 The UCLA GCM Series 

 (N.B.: The numbering in this box follows Arakawa,  “ A Personal History. ” ) 

  UCLA I    The initial model, completed in 1963. 

  UCLA II    When Arakawa returned from Japan in 1965, he and Mintz aban-

doned the UCLA prototype and began work on the fi rst  “ production ”  GCM 

(UCLA II). It increased model resolution to 4 °  latitude by 5 °  longitude 

(although it still had only two vertical levels), and it introduced a new hori-

zontal grid structure. In the latter half of the 1960s, IBM ’ s Large Scale Scientifi c 

Computation Department in San Jose provided important computational 

assistance and wrote a manual describing the model.  a   Around 1970, Lawrence 

Gates, a UCLA graduate, carried the model with him to the RAND Corporation, 

where he deployed it in studies sponsored by the Advanced Research Projects 

Agency of the US Department of Defense. The RAND version of the model 

eventually migrated to Oregon State University.  b   A three-level version of 

UCLA II, developed around 1968, soon traveled to three NASA laboratories. 

In 1972, the Goddard Institute for Space Studies (GISS) adopted the model. 

Later in the 1970s, it migrated to the Goddard Laboratory for Atmospheric 

Sciences and the Goddard Laboratory for Atmospheres. 

  UCLA III    Extended vertical resolution to six or twelve levels and incorpo-

rated the Arakawa/Lamb  “ C ”  fi nite-difference horizontal grid, used in all 

subsequent UCLA models. Two versions of this model, with slightly different 

sets of prognostic variables, were built in the mid 1970s. One version was 

exported to the US Naval Environment Prediction Research Facility and 

the Fleet Numerical Oceanographic Center, both in Monterey, California, 

where it evolved into an operational forecasting system called NOGAPS.  c   
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It also traveled to the Meteorological Research Institute in Tsukuba, Japan, 

where it continues to be used in a wide variety of forecasting and climate 

studies. 

  UCLA IV    Begun in the late 1970s, UCLA IV employed a new vertical coor-

dinate system which used the top of the planetary boundary layer as a coor-

dinate surface and extended vertical resolution to 15 layers. This model was 

adopted by the Navy research centers mentioned above, as well as by the 

Goddard Laboratory for Atmospheres. Versions also made their way to 

Lawrence Livermore National Laboratory and the Central Weather Bureau of 

the Republic of China. In 1988, David Randall, a former student of Arakawa ’ s, 

introduced the model at Colorado State University. 

  UCLA V    An improved version of UCLA III with up to 29 vertical levels. 

Begun around 1990, UCLA V included new schemes for radiation, cloud 

prediction, cumulus convection, and other parameters. 

 a.   W. E. Langlois and H. C. W. Kwok,  “ Description of the Mintz-Arakawa Numerical 

General Circulation Model, ”  in  Numerical Simulation of Weather and Climate  (IBM-

UCLA technical report, 1969);  “ Numerical Simulation of Weather and Climate Part 

II: Computational Aspects, ”  n.d. 

 b.   D. Randall,  “ Colorado State University General Circulation Model: Introduction, ”  

kiwi.atmos.colostate.edu. 

 c.   T. F. Hogan and T. E. Rosmond,  “ The Description of the Navy Operational Global 

Atmospheric Prediction System ’ s Spectral Forecast Model, ”   Monthly Weather Review  

119, no. 8, 1991: 1786 – 815. 

Box 7.2
(continued)

fallout. When Leith expressed interest in numerical simulations of the 
atmosphere, Knox invited him to go to MIT to visit Charney and Norman 
Phillips. They made the trip together in the spring of 1960.  44   

 With Charney ’ s encouragement and the blessing of the Livermore 
Laboratory ’ s director, Edward Teller, who had long been interested in 
weather modifi cation, Leith spent the summer of 1960 at the Swedish 
Institute of Meteorology, studying the literature on global circulation and 
learning about numerical simulation methods. By the end of the summer 
he had coded a fi ve-level GCM for Livermore ’ s newest computer, the 
Livermore Automatic Research Calculator (LARC), due to be delivered in 
the fall of 1960. Leith wrote the code in Stockholm, basing it on the 
manual for the new machine. His initial model, like Smagorinsky ’ s fi rst 
effort, covered only the northern hemisphere, with a  “ slippery wall ”  at 
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60 ° N. It had fi ve vertical levels, a 5 °   5 °  horizontal grid, and a fi ve-minute 
time step. At John von Neumann ’ s suggestion, Leith introduced an artifi -
cially high viscosity to damp the effects of small-scale atmospheric waves. 
(This caused serious problems and helped to stimulate Leith ’ s career-long 
interest in turbulence.) By the end of 1960, Leith ’ s fi ve-level simulation 
was running on the LARC. The model came to be known as the LAM (for 
Leith Atmospheric Model or Livermore Atmospheric Model). 

 The fate of Leith ’ s work contrasts starkly with that of the GFDL and 
UCLA modeling efforts, illustrating signifi cant institutional contrasts of 
Cold War – era American science. Livermore and GFDL were both govern-
ment laboratories, but whereas GFDL served a pure research function in a 
civilian environment, most of Livermore ’ s work was on secret military 
projects related to the design of atomic weapons. Although unclassifi ed 
work such as the LAM  could  have been published in the open literature, 
Livermore ’ s culture of secrecy did not reward such publication. Leith ’ s 
other work (like most Livermore research) appeared only in classifi ed 
reports circulated internally. As a result, Leith ’ s fi rst nonclassifi ed publica-
tion did not appear until 1965, a long delay in a fast-evolving fi eld.  45   
Around that time, Leith abandoned work on the model. As a result, the 
LAM ’ s mathematics and computer code did not have much direct effect 
on GCM development. 

 However, by 1963 Leith had already presented his model in numerous 
talks. These talks made a deep impression on their audiences because Leith 
often screened an animated fi lm of LAM results. In that era, with the fi eld 
of computer graphics in its earliest infancy, most output took the form of 
printouts. Leith collaborated with a Hollywood company called Pacifi c 
Title to turn these printouts into a fi lm, using color tints to highlight 
particular features. 

 The fi lm showed a hemispheric projection, with the North Pole in the 
center of the frame. Sixty days ’  worth of simulation results appeared. One 
second ’ s worth of fi lm equaled one simulated model day. In the fi rst few 
minutes, atmospheric features appeared one by one; in the fi nal segment, 
all the features appeared superimposed. Diurnal tides — the 12-hourly rise 
and fall of the atmosphere under the infl uence of solar heating and grav-
ity — were among the features that showed up quite clearly.  “ I remember I 
drove places to give talks about what I was doing, ”  Leith recalled,  “ and 
people would be watching the fi lm with interest. I remember once some-
body came up to me afterwards and said,  ‘ I ’ m from Israel, and I noticed 
the remarkably realistic way in which you ’ ve got these things tracking 
across Israel. ’  And of course I don ’ t know what ’ s going on in Israel, I had 
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never paid any attention to it, but he had spotted the fact that . . . it was 
doing the right sort of things as far as he was concerned. ”   46   In interviews 
with me, several pioneering climate modelers who had seen Leith ’ s talks 
in the 1960s mentioned the elation they experienced on watching his 
movie. For the fi rst time they could actually witness the dynamic activity 
of their models, rather than having to imagine it. 

 Leith became increasingly interested in statistical modeling of turbu-
lence, one of the many points of commonality between atmospheric 
science and nuclear weapons design. Although Leith ceased work on his 
own GCM, he became involved with the nascent GCM group at the 
National Center for Atmospheric Research. In the summers of 1965 and 
1966, as the NCAR team awaited delivery of a new CDC 3600 computer, 
Leith offered use of Livermore ’ s computer to Warren Washington of NCAR, 
who described Leith to me as  “ a kind of father fi gure ”  for his own model-
ing work. Leith began to visit NCAR frequently, contributing especially in 
the area of mathematical methods.  47   In 1968, Leith left Livermore perma-
nently to join NCAR, where he played instrumental roles in several climate 
modeling projects, both as an administrator and as a turbulence 
specialist. 

 The National Center for Atmospheric Research 

 The US National Center for Atmospheric Research, established in 1960, 
initiated its own GCM effort in 1964 under Akira Kasahara and Warren 
Washington. Kasahara — like Syukuro Manabe, a veteran of the Tokyo 
University meteorology department under Shigekata Syono — had arrived 
in the United States in 1954 to join the Department of Oceanography and 
Meteorology at Texas A & M. He moved to NCAR in 1963 following a year 
at the Courant Institute of Mathematical Sciences, where numerical analy-
sis for nonlinear equations, with particular attention to shock waves, was 
a specialty. Washington, still writing his PhD thesis on objective analysis 
techniques in numerical weather prediction, arrived soon afterward. 
NCAR ’ s founding director, Walter Orr Roberts, informed them that he 
wanted to mount a global circulation modeling effort. Roberts told 
Washington:  “ I really want you to work about half the time on helping us 
get started on modeling. The other half, work on what you think is 
important. ”   48   

 Kasahara and Washington began by studying the advantages and draw-
backs of the three existing GCM efforts (GFDL, UCLA, and LAM), which 
both already knew well. They also reconsidered Lewis Richardson ’ s 1922 
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effort, looking at it  “ more carefully, because we thought that Richardson ’ s 
model didn ’ t have all the problems [of] the sigma-type models. ”   49   They 
made an early decision to  “ go global, ”  and they adopted a  z -coordinate 
system, in which the vertical coordinate is height rather than a pressure-
related quantity. This allowed their model to function more realistically 
with orography (mountain ranges). 

 The Kasahara-Washington modeling group focused a great deal of atten-
tion on numerical schemes for fi nite-difference approximations. In addi-
tion, much work was done on problems of computational error arising 
from truncation. Two major GCM series were eventually constructed; these 
are summarized in   boxes 7.3  and   7.4 .   

 Box 7.3 
 The Kasahara-Washington GCM Series 

  NCAR 1    A two-layer global model with a 5 °  horizontal resolution.  a   

  NCAR 2    Completed around 1970, this version added considerable fl exibil-

ity. The basic model had a 5 °  horizontal resolution and six vertical layers, but 

it could also be run at resolutions as fi ne as 0.625 °  horizontal over a limited 

domain, with up to 24 vertical layers.  b   

  NCAR 3    Around 1972, NCAR began work on a third-generation GCM 

incorporating improved fi nite-difference schemes. This model also allowed 

multiple resolutions, including a user-specifi able vertical increment. Although 

under evaluation as early as 1975, this model did not see  “ production ”  use 

until the end of the decade.  c   

 a.   A. Kasahara and W. M. Washington,  “ NCAR Global General Circulation Model 

of the Atmosphere, ”   Monthly Weather Review  95, no. 7, 1967: 389 – 402. 

 b.   J. E. Oliger et al.,  Description of NCAR Global Circulation Model , National Center 

for Atmospheric Research, 1970; A. Kasahara and W. M. Washington,  “ General 

Circulation Experiments with a Six-Layer NCAR Model, Including Orography, 

Cloudiness and Surface Temperature Calculations, ”   Journal of the Atmospheric Sciences  

28, no. 5, 1971: 657 – 701; A. Kasahara et al.,  “ Simulation Experiments with a 12-Layer 

Stratospheric Global Circulation Model. I. Dynamical Effect of the Earth ’ s Orography 

and Thermal Infl uence of Continentality, ”   Journal of Atmospheric Sciences  30, no. 7, 

1973: 1229 – 51. 

 c.   W. M. Washington et al.,  “ Preliminary Atmospheric Simulation with the Third-

Generation NCAR General Circulation Model: January and July, ”  in  Report of the JOC 

Conference on Climate Models: Performance, Intercomparison, and Sensitivity Studies , ed. 

W. Lawrence, WMO/ICSU Joint Organizing Committee and Global Atmospheric 

Research Programme, 1979. 
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 Box 7.4 
 The NCAR Community Climate Model Series 

  CCM-0A    The initial version of the Community Climate Model was based 

on the spectral model of the Australian Numerical Meteorological Research 

Centre.  a   A member of the ANMRC team, Kamal Puri, brought the model to 

NCAR during an extended visit. Later it was extensively revised. 

  CCM-0B    A second version of the Community Climate Model was developed 

in 1981. This version combined medium-range and long-range global fore-

casting (from three days to two weeks) and climate simulation in a single set 

of model codes. A modular design permitted fl exible choices of resolution 

and other features. Initial code for CCM-0B came from an early version of 

the ECMWF model. Physical parameterizations (including the radiation and 

cloud routines of Ramanathan) and numerical approximations were added 

from CCM-0A.  b   Energy balance and fl ux prescriptions similar to GFDL models 

were used. The vertical and temporal fi nite-difference schemes were derived 

from the Australian spectral model that was also the basis for CCM-0A.  c   

  CCM-1, 2, and 3    Evolved from CCM-0B, coming into use in 1987. The 

primary differences were changed parameterizations, new horizontal and 

vertical diffusion schemes, and changes to moisture adjustment and conden-

sation schemes. CCM versions 2 and 3 were developed in the early 1990s. 

  CCSM    In 1994, NCAR initiated work on a Community Climate System 

Model (CCSM), coupling atmosphere, ocean, land surface, and sea ice models. 

Greater efforts were made to involve NCAR ’ s extended community of users 

in model development. 

 a.   W. Bourke,  “ A Multi-Level Spectral Model. I. Formulation and Hemispheric 

Integrations, ”   Monthly Weather Review  102 (1974): 687 – 701; Bourke et al.,  “ Global 

Modeling of Atmospheric Flow by Spectral Methods, ”  in  General Circulation Models 

of the Atmosphere , ed. J. Chang (Academic Press, 1977); B. J. McAvaney et al.,  “ A 

Global Spectral Model for Simulation of the General Circulation, ”   Journal of 

Atmospheric Sciences  35, no. 9 (1978): 1557 – 83. 

 b.   V. Ramanathan et al.,  “ The Response of a Spectral General Circulation Model to 

Refi nements in Radiative Processes, ”   Journal of Atmospheric Sciences  40, 1983: 

605 – 30. 

 c.   D. L. Williamson, ed.,  Report of the Second Workshop on the Community Climate 

Model  (NCAR, 1988). 
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 Along with most other major GCM groups, after 1975 NCAR gradually 
abandoned its fi nite-difference models in favor of spectral models. Spectral 
models ameliorate one of the most diffi cult problems in Earth system 
modeling: representing wave motion on a sphere. All early weather and 
climate models used rectangular latitude-longitude grids. However, these 
grids encountered diffi culties similar to the well-known distortions of 
Mercator and other world map projections, especially at higher latitudes, 
where the distance between longitude lines shrinks — eventually to zero at 
the poles. Many solutions were devised, including stereographic projec-
tions and spherical, hexagonal, and icosahedral grids, but none proved 
ideal.  50   Spectral transform methods offered a useful alternative to grid-
point schemes. 

 The technical details of spectral mathematics lie beyond the scope of 
this book, but their essence may be expressed briefl y as follows. Atmospheric 
motion can be conceived as numerous waves of varying frequency and 
amplitude; the superimposition of these waves upon one another produces 
highly complex patterns. To visualize this, imagine dropping a stone into 
a completely still pond, then dropping several other stones of various sizes 
into the same pond at other points. The fi rst stone produces a single set 
of simple, concentric waves, but as other stones fall the interacting waves 
rapidly create a complex surface with much more complicated patterns. 

 Horizontal atmospheric motion can be described as a set of interacting 
waves, like ripples crossing each other on the surface of a pond. These can 
be analyzed in  “ wave space. ”  Mathematical techniques — Fourier trans-
forms, reverse transforms, and others — convert model variables back and 
forth between physical space (the familiar Cartesian grid) and wave space, 
a mathematical construct that is diffi cult to visualize (  fi gure 7.3 ). Spectral 
techniques can also handle the vertical dimension (interaction between 
horizontal model layers), but usually modelers retain physical grids for this 
part of the analysis.   

 The idea of using spectral methods to analyze planetary atmospheric 
waves was explored as early as 1954.  51   Their mathematical advantages 
rapidly became obvious. As noted above, all grid-point schemes inevitably 
face problems related to Earth ’ s spherical shape. Since they do not compute 
wave interaction in physical space, spectral methods avoid these diffi cul-
ties. Other mathematical properties of this technique, including the sim-
plifi cation of certain nonlinear partial differential equations and the 
reduction of nonlinear computational instability, also offer substantial 
advantages over fi nite-difference schemes. By the latter half of the 1950s 
experiments with two-dimensional spectral models had begun, but three-
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dimensional models posed greater diffi culties.  52   Initially the method 
required far more calculation than fi nite-difference techniques, so it was 
not favored for use in GCMs. However, by 1973 spectral methods had 
become more effi cient than fi nite-difference schemes, since computers had 
gotten faster and algorithms had been improved.  53   In the early 1970s both 
NWP and GCM developers began to adopt these techniques. 

 One spectral model, NCAR ’ s Community Climate Model (CCM) series, 
has been especially important because a relatively large number of research-
ers were able to use it. As its name implies, NCAR intended the CCM to 
serve not only modelers working at NCAR but also its large constituency 
at universities affi liated with its parent organization, the University 
Corporation for Atmospheric Research. The CCM ’ s construction was highly 
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collaborative and international. The fi rst two model versions, CCM-0A and 
CCM-0B, were based on, respectively, a spectral model constructed at the 
Australian Numerical Meteorological Research Center model and an early 
version of the European Centre for Medium-Range Weather Forecasts 
model. Several other groups adopted versions of the CCM in the late 1980s; 
NCAR ’ s strong focus on documentation and modularity made this rela-
tively easy. In an early manifestation of what might today be called  “ open 
source ”  development, NCAR made user manuals and code documentation 
available for all elements of the models beginning with CCM-0B.   

 The General Circulation of Circulation Models 

 Modelers, dynamical cores, model physics, numerical methods, and com-
puter code soon began to circulate around the world, like ripples moving 
outward from the three pioneering climate modeling groups (the 
Geophysical Fluid Dynamics Laboratory, the US National Center for 
Atmospheric Research, and UCLA ’ s Department of Meteorology). By the 
early 1970s, a large number of institutions had established new programs 
in general circulation modeling. Computer power had grown to the point 
that major weather forecast centers began moving to hemispheric, and 
later global, GCMs for operational use.   Figure 7.4  illustrates the genealogy 
of atmospheric GCMs from Phillips ’ s prototype up to the early 1990s.   

 Figure 7.4 is merely a sketch, of course. It tells only part of the story, it 
includes only three weather forecast GCMs (NMC, ECMWF, and UKMO), 
and it does not capture any details of relationships among models. In some 
cases, one lab imported another ’ s computer code with only minor changes; 
in others, one lab adopted another ’ s  mathematical  model but programmed 
it for a different computer. Often labs imported only one part of an exist-
ing model (for example, a dynamical core, a grid scheme, or a cloud 
parameterization) and built the rest themselves. An exhaustive account of 
modeling groups, model variations, and the relationships among them 
after the 1960s would require a volume of its own. Here I will simply 
highlight certain interesting features of the circulation of circulation 
models (so to speak), as they traveled from lab to lab around the world. 

 The Australian GCM story, and especially Australia ’ s contribution to 
spectral modeling, is perhaps the most dramatic case in point. Several labs 
had briefl y considered spectral transform techniques in the 1950s, but 
computer capacity and numerical methods limitations rendered them 
impractical until the late 1960s, when Andr é  Robert began developing 
spectral models at the Canadian Meteorological Centre (CMC). In 1970 – 71, 
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seeking to deepen its expertise in weather modeling, Australia ’ s new 
Commonwealth Meteorology Research Centre (CMRC) seconded its 
modeler William Bourke to McGill University and the CMC. At the CMC, 
Bourke learned Robert ’ s spectral techniques.  54   Bourke recalled the ninth 
Stanstead Seminar, held in Montreal in 1971,  55   as a watershed for spectral 
modeling techniques.  56   

 A couple of years earlier, in 1969, another Australian researcher, Doug 
Gauntlett, had visited GFDL and the US National Meteorological Center. 
Gauntlett had returned to Australia with code for the GFDL N30 nine-level 
hemispheric GCM (a fi nite-difference model). The CMRC adapted this to 
the southern hemisphere in hopes of using it for NWP, but it took four 
times as long to make a prediction as the existing baroclinic model, so it 
was never used operationally.  57   When Bourke returned to Australia in 1971, 
he joined with Gauntlett and others to build the CMRC ’ s seven-level spec-
tral GCM, which replaced its gridpoint model for operational forecasting 
in 1976.  58   Bourke, Bryant McAvaney, Kamal Puri, and Robert Thurling also 
developed the fi rst global spectral GCM.  59   McAvaney recalled that this 
work was mostly completed in 1974 – 1975, but that  “ it took a while to 
publish. ”   60   Later, Puri carried code for the Australian spectral model to 
NCAR, where it became the principal basis of CCM0-A. 

 McAvaney ’ s six-month visit to the Soviet Union in 1977 also contrib-
uted to spectral modeling. Though the Soviet modelers lacked the com-
puter capacity to implement their models operationally, on the level of 
theory and mathematical methods  “ they were as good, defi nitely as good 
as anybody, ”  McAvaney recalled when I interviewed him in 2001. 
 “ Certainly their numerical techniques were up there with anything . . . in 
the US or anything that we ’ d done. . . . They were using a spectral approach 
for diagnostic work, and had done a lot of spectral decomposition of atmo-
spheric fi elds and particularly interaction between atmospheric fi elds. ”   61   

 A similar story surrounds GCM development at the European Centre 
for Medium-Range Weather Forecasts. Conceived in the latter half of the 
1960s, the ECMWF opened its doors at Shinfi eld Park, England, in 1974, 
with Aksel Wiin-Nielsen as director. Wiin-Nielsen, a Dane, had joined 
Rossby ’ s International Meteorological Institute in Stockholm in 1955. He 
moved to the JNWP Unit in the United States in 1959 and, soon afterward, 
worked at the US National Center for Atmospheric Research during its 
earliest years. His career thus embodied the international movement of 
people and ideas typical of meteorology during this period. 

 From the outset, the ECMWF ’ s goal was to forecast weather for up to 
10 days: the  “ medium range. ”  This would require a global GCM. The US 
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National Meteorological Center had introduced a hemispheric forecast 
GCM several years earlier, but after periods beyond a few days this and 
other hemispheric models developed problems related to the artifi cial 
handling of computations at their equatorial  “ edge. ”  Using a global model 
would avoid such problems. Rather than build the ECMWF ’ s global fore-
cast GCM from scratch, Wiin-Nielsen contacted Smagorinsky at GFDL and 
Arakawa and Mintz at UCLA, requesting copies of their models. Both insti-
tutions agreed to share their code, with no conditions attached other than 
appropriate credit — impressive generosity, considering that each model 
had taken more than a decade to develop. 

 Acquiring the code called for in-person visits. In 1975, Robert Sadourny, 
a French modeler who had studied with Arakawa and Mintz in the 1960s, 
spent four weeks at UCLA. Meanwhile, Tony Hollingsworth made his way 
to GFDL. Both returned to ECMWF bearing model code and documenta-
tion, as well as personal knowledge gained during the visits. ECMWF 
comparison tested the two models before settling on the GFDL scheme. 
Soon, however, the Centre replaced the GFDL model physics with a new 
physics package of its own, retaining only the dynamical core. Later this 
too was replaced with a spectral core developed internally.  62   

 This circuitous exchange of concepts, mathematical techniques, and 
computer code became entirely typical of computational meteorology 
and climatology after the mid 1960s. Rather than start from scratch, virtu-
ally all the new modeling groups began with some version of another 
group ’ s model. Veterans and graduate students from the three original 
GCM groups left to form new groups of their own, taking computer code 
with them. Others coded new models, most often modifi ed versions of the 
physical equations and parameterizations used in existing models. The 
availability of a widely shared, well-standardized scientifi c computer 
language (FORTRAN, short for FORmula TRANslation) facilitated these 
exchanges substantially, as did the scientifi c-internationalist culture of 
meteorology. 

 Yet, as I have mentioned, the number of modeling groups remained 
small. The count can be expanded or contracted under various criteria, 
but a reasonable upper limit might be the 33 groups that submitted 
GCM output to the Atmospheric Model Intercomparison Project (AMIP), 
an ongoing effort to compare climate models systematically.  63   A smaller 
fi gure comes from the Coupled Model Intercomparison Project (CMIP), 
an AMIP follow-on, which evaluated 18 coupled atmosphere-ocean 
GCMs.  64   
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 Notably, all the CMIP simulations came from modeling groups based 
in Europe, Japan, Australia, and the United States, the historical leaders in 
climate modeling. The AMIP models (simpler and less computer-intensive 
than coupled AOGCMs) also included entries from Russia, Canada, Taiwan, 
China, and Korea. But the elite world of global climate simulation still 
includes no members from South or Central America, Africa, the Middle 
East, or southern Asia. The barriers to entry in climate modeling remain 
high. They include not only the cost and complexity of supercomputers, 
but also the human infrastructure required to support advanced research 
of this nature. In the political arena, this fact contributes to a widespread 
perception that the issue of climate change  “ belongs ”  to the developed 
countries, not only because they are the initial (and still principal) sources 
of fossil fuel emissions but also because they are the  “ owners ”  of knowledge 
about the problem. 

 Climate Modeling and Computational Friction 

 The mathematical complexity of general circulation modeling was one 
reason it did not spread further or faster. But a more important reason was 
access to supercomputers. These expensive, highly advanced machines 
used new techniques such as parallel processing (multiple instructions 
handled at the same time), reduced instruction sets, and vector processing 
(multiple data items handled at the same time). Today ’ s personal comput-
ers employ such methods routinely, but in the 1960s and the 1970s those 
techniques were seen as highly specialized, uniquely suited to scientifi c 
computing and not to much else. For programmers, working with these 
machines required specialized knowledge and training. Their operating 
systems were minimal; sometimes a new-model supercomputer was deliv-
ered to eager customers with no operating system at all. Typically, manu-
facturers sold at most a few dozen copies of any given model. Little or no 
commercial software was available for this minuscule customer base. While 
supercomputer manufacturers such as Control Data Corporation and Cray 
provided high levels of support, the highly specialized scientifi c program-
ming of GCMs remained the province of a tiny elite. 

 As modelers sought to increase model resolution and include more 
physical processes directly in the models, their models required more and 
more computer power. Every group building GCMs either owned or had 
access to the largest, fastest supercomputers available. Greater computer 
power allowed longer runs, higher resolution, and larger numbers of runs. 



172 Chapter 7

Because modelers ’  appetite for computer power constantly outstripped the 
available capacity, climate laboratories endured a nearly continuous cycle 
of re-purchasing, re-learning, and re-coding as successive generations of 
supercomputers arrived, typically every 3 – 5 years. The machines required 
a substantial, highly trained staff of operators, programmers, and technical 
support personnel. They also needed air-conditioned rooms and consumed 
prodigious quantities of electric power. (The Cray 1-A processor, for 
example, sucked down 115 kilowatts, and its cooling and disk storage 
systems devoured a similar amount.) 

 With a handful of exceptions, such operations lay beyond the means 
of academic institutions, which might otherwise have been expected to 
develop their own modeling programs.  65   Instead, until the 1990s most 
climate modeling activity was confi ned to national laboratories, weather 
services, and a few other large, well-fi nanced institutions. As a result, the 
number of GCMs remained small. In the mid 1990s — four decades after 
Phillips ’ s pioneering prototype — just 33 groups worldwide submitted 
GCMs for the fi rst Atmospheric Model Intercomparison Project.  66   

 Tables 7.1 and 7.2 illustrate the rapid growth of computer power at 
major modeling centers.   As table 7.1  shows, the capabilities of GFDL ’ s best 
computers increased by a factor of 3000 between 1956 and 1974.   Table 7.2  
catalogs the vast performance improvements of ECMWF ’ s IBM POWER5+ 
computer (installed in 2006) over its Cray 1-A (installed in 1978), including 
a 90,000-fold increase in sustained computational performance. Virtually 
all climate laboratories could produce similar charts.     

  Table 7.1 
 Computers in use at GFDL, 1956 – 1982. Data from Geophysical Fluid Dynamics 

Laboratory,  Activities — FY 80, Plans — FY 81: With a Review of Twenty-Five Years of 

Research 1955 – 1980  (Geophysical Fluid Dynamics Laboratory, 1980). 

 Time period  Relative performance 

 IBM 701  1956 – 1957  1 

 IBM 704  1958 – 1960  3 

 IBM 7090  1961 – 1962  20 

 IBM 7030  “ STRETCH ”   1963 – 1965  40 

 CDC 6600  1965 – 1967  200 

 UNIVAC 1108  1967 – 1973  80 

 IBM 360/91  1969 – 1973  400 

 IBM 360/195  1974 – 1975  800 

 Texas Instruments X4ASC  1974 – 1982  3000 
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  Table 7.2 
 ECMWF ’ s latest supercomputer vs. its fi rst one.  

 Specifi cation  Cray-1A 

 IBM POWERS5+ 

system  Approximate ratio 

 Year installed  1978  2006 

 Architecture  Vector processor  Dual cluster of 
scalar CPUs 

 Number of CPUs  1  ~5000  5000:1 

 Clock speed  80 megahertz  1.9 gigahertz  24:1 

 Peak performance 
of each CPU 

 160 megafl ops  7.6 gigafl ops  48:1 

 Peak performance 
of whole system 

 160 megafl ops  ~34 terafl ops  200,000:1 

 Sustained 
performance 

 ~50 megafl ops  ~4.5 terafl ops  90,000:1 

 Memory  8 megabytes  ~9 terabytes  1,000,000:1 

 Disk space  2.5 gigabytes  ~100 terabytes  40,000:1 

 Source : European Centre for Medium-Range Weather Forecasts,  “ ECMWF Super-

computer History, ”  2006, www.ecmwf.int. Flops are  “ fl oating-point operations per 

second, ”  a measure of calculating speed.

 No fi elds other than nuclear weapons research and high-energy physics 
have ever demanded so much calculating capacity. As a result, like the 
nuclear weapons labs, the world ’ s major climate and weather modeling 
centers have consistently maintained state-of-the-art supercomputer facili-
ties, and have signifi cantly infl uenced the development path of the super-
computer industry. For example, in 1977 NCAR purchased the fi rst 
production supercomputer from Cray Research, a Cray 1-A with serial 
number 3.  67   (A test model, serial number 1, had been delivered to the 
nuclear weapons laboratory at Los Alamos the previous year.) Toward the 
end of the 1970s, NCAR insisted for the fi rst time that its computer sup-
pliers deliver operating systems, compilers, and other basic software for the 
machines. Previously this had been the responsibility of customers rather 
than manufacturers. As a result, users — including scientists themselves as 
well as laboratory computing staff — wrote their own software, sometimes 
even operating systems. Manufacturers considered themselves responsible 
only for technical assistance with software development, while customers 
generally preferred to retain control of their highly specialized, lab-specifi c 
software.  68   According to Elzen and MacKenzie, NCAR ’ s break with this 

http://www.ecmwf.int
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traditional social contract helped force Cray Research to supply system 
software. A former Cray vice president, Margaret Loftus, recalled:  “ Before, 
we had diffi culty selling software to the sophisticated scientifi c labs. Now, 
we have diffi culty selling a Cray without software. ”   69   Packaged weather 
modeling software for workstations and personal computers has appeared 
in recent years,  70   but in meteorology the craft tradition persists even today, 
especially in the relatively small fi eld of climate modeling. 

 The prestige attached to having built the fastest computer in the world, 
combined with the small customer base, sometimes injected a heavy dose 
of nationalism into the competition among supercomputer manufacturers. 
Between 1994 and 1996, NCAR held a competition for the contract to 
replace its aging Crays with new supercomputers. For the fi rst time in 
history, the winning bidder was a non-US fi rm: the Japanese fi rm NEC, 
whose SX-4 registered the highest performance of any computer NCAR had 
ever evaluated.  71   NCAR planned to lease four SX-4s at a price near $35 
million, but US-based Cray Computing challenged NEC ’ s bid before the 
US Department of Commerce. Cray accused NEC of illegally  “ dumping ”  
its machines below their cost. The Commerce Department ruled in favor 
of Cray, imposing a 454 percent tariff on NEC, a move which effectively 
prevented NCAR from acquiring the SX-4s. Many observers viewed the 
Commerce Department ’ s decision as motivated by nationalism, under 
behind-the-scenes pressure from Congress (Edwards interviews). NEC retal-
iated by suing the Commerce Department in the US Court of International 
Trade, alleging that the agency had  “ revealed itself as a partisan ally of 
NEC ’ s competitor [Cray] for the UCAR contract. ”   72   The suit went to the 
Supreme Court, which in 1999 upheld the Commerce Department ruling 
without comment. NCAR mourned the decision:  “ We are denied access to 
the most powerful vector computing systems in the world. ”   73   Eventually 
it adopted an IBM machine, which it clearly viewed as a stopgap. 

 Because computers are so fundamental to modeling work, climate labo-
ratories typically display a certain fetishism regarding their machines. In 
the late 1990s I spent time at more than a dozen weather and climate 
modeling centers, including NCAR, GFDL, ECMWF, the UK ’ s Hadley 
Centre for Climate Prediction and Research, and the Australian Bureau of 
Meteorology Research Centre (BMRC). Almost invariably, and usually 
within an hour of my arrival, my hosts would offer a tour of the computer 
facility. Often such a facility occupies an entire fl oor, housing at least one 
supercomputer and numerous large disk drives, robotic tape libraries, and 
other peripherals. Some labs, such as NCAR and the BMRC, feature promi-
nent viewing windows through which visitors can admire the machines, 
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quietly humming in their spotless rooms. Likewise, the websites and pub-
lications of climate laboratories virtually always highlight their computer 
capacity.  74   

 After fl aunting the beautiful machines, climate modelers typically 
proceed to explain the diffi cult balancing act they must perform. In their 
accounts, a kind of Heisenberg principle of modeling results from compu-
tational friction. Modelers can increase model resolution by sacrifi cing 
complexity, or they can increase model complexity by decreasing resolu-
tion — but they cannot do both at once. Other tradeoffs can balance these 
limits differently; for example, modelers can  “ nest ”  a higher-resolution 
limited-area model within a lower-resolution global model. All solutions 
depend on the availability of central processing unit (CPU) time, data 
storage (for the very large model outputs), CPU speed, and other technical 
aspects of the machines and the software. This discourse of insuffi cient 
computer power is a basic trope of climatology, widely reported in jour-
nalistic treatments of the climate-change issue. 

 Yet computational friction appears in many other less public but more 
interesting and subtle forms. As one of many possible examples, consider 
the problem of round-off error in GCMs. In order to handle a vast range 
of numerical values, from the extremely small to the very large, scientifi c 
mathematics conventionally represents numbers in two parts: a mantissa 
and an exponent. The mantissa expresses the value, while an exponent of 
10 (positive or negative) gives the scale. Thus 256859.6235 becomes 
2.568596235    10 5 , and 0.000164757852 is rendered as 1.64757852    10  – 4 . 
Computer arithmetic employs a similar strategy. A computer ’ s word length 
is fi xed at the hardware level, as the basic unit of addressable memory.  75   
Floating-point notation divides each word into two parts, one for the 
mantissa and one for the exponent. Software techniques can increase the 
functional word length to almost any desired (fi nite) number of digits, but 
since they must work around the hardware constraint, these techniques 
impose a prohibitive computational cost on calculation-intensive opera-
tions such as GCMs. In modern supercomputers, word length is typically 
64 or 128 bits, corresponding roughly to a precision limit of 16 or 32 
decimal digits respectively. 

 Floating-point arithmetic handles irrational numbers such as   , and 
other numbers with mantissas longer than the available word length, by 
rounding them off at the last available digit. This limit on precision pro-
duces no noticeable effects for most purposes. But in simulations that 
require extremely long series of calculations, the tiny errors that occur with 
each rounding can accumulate to a problematic degree. Furthermore, 
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although standards issued by the Institute of Electrical and Electronics 
Engineers govern most computers ’  fl oating-point arithmetic, nonstandard 
conventions also exist. And as with most standards,  implementations  of IEEE 
standards vary slightly among manufacturers, so that different machines 
produce slightly different results. Scholars have argued that such differ-
ences can never be entirely eliminated, because designers base computer 
arithmetic on human arithmetic, whose conventions remain subject to 
debate and potentially to change.  76   Intel demonstrated one aspect of this 
problem to mass consumers in 1995 when it released its Pentium chip with 
a faulty fl oating-point unit that resulted in substantial division errors 
under a few rare circumstances. The fl oating-point algorithm used in the 
chip had been subjected to mathematical proof, but a (human) mistake in 
the proof led to errors in the chip design. The mistake led to a recall that 
cost Intel about $475 million.  77   

 GCMs ’  enormously long series of interdependent calculations make 
them sensitive to round-off error. In 1973, NCAR considered adopting new 
supercomputers that would operate most effi ciently at a lower precision 
than its existing CDC 6600 and 7600 machines (24-bit or 21-bit mantissas 
vs. the CDC ’ s 48-bit mantissa). David Williamson and Warren Washington 
tested the effects of this lower precision on a GCM and found that predict-
ability errors in the model itself — essentially, the effects of nonlinear 
chaotic behavior — exceeded round-off error so greatly that the lower preci-
sion of the new machines would not appreciably affect NCAR model 
results.  78   Errors in observational data also exceeded round-off error. 
Therefore, Williamson and Washington argued, the round-off error 
problem could be ignored for the time being. However, as model quality 
improved and model codes began to spread from one group to another, 
this and other issues of computational error emerged once again. 

 Between the 1960s and the 1990s, supercomputer architecture under-
went two major changes. Cray computers, fi rst released in 1975, embodied 
the fi rst major innovation: vector processing, which permits the same 
operation to be performed simultaneously on many data elements. A 
second innovation followed in the late 1980s: massively parallel comput-
ers, with dozens to hundreds of processing units permitting multiple 
instruction streams to proceed simultaneously. Both changes presented 
diffi cult challenges — especially parallel processing, which required pro-
grammers to reconfi gure instruction streams to take advantage of many 
processors. Supercomputing thus remained a highly specialized niche, 
requiring knowledge and technical skill entirely different from those well 
known (and well understood) in business and consumer computing. In 
these diffi cult conditions, climate modelers — or rather the programmers 
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who worked on climate modeling teams — had to  “ port ”  old GCM code to 
the new machines or else reprogram them from scratch, working from the 
mathematical model rather than the existing computer code. 

 Meanwhile, GCMs grew ever more complex. Resolution increased, and 
the typical length of GCM runs rose from a few months to 20 – 100 years 
or more. In the mid 1990s, as they prepared to convert to massively parallel 
architectures, James Rosinski and David Williamson of NCAR investigated 
the effects of round-off error, code branches, and other computer-related 
problems on GCMs, including the porting of old GCMs to new computers. 
They ran NCAR ’ s CCM2 twice on the same computer, the two runs identi-
cal except for a tiny difference in the specifi ed initial temperature. 
Comparing the results, they saw  “ small, rounding-sized differences between 
model solutions grow rapidly, much faster than expected from the predict-
ability error growth associated with nonlinear fl uid fl ow. ”  They isolated 
this particular problem to effects of computer round-off error on an algo-
rithm associated with cloud parameterization, and speculated that similar 
errors would affect other parameterizations. Round-off error also produced 
differences between the same model run on the same computer from 
identical initial conditions but using two different versions of a FORTRAN 
compiler and a code library of intrinsic functions (  fi gure 7.5 , two Cray 
lines). Finally, Rosinski and Williamson demonstrated differences between 
two runs of the same GCM with the same initial data on two different 
computers (  fi gure 7.5 , thick solid line).   

 Thus hardware and low-level software differences each created idiosyn-
cratic errors that accumulated to a small but signifi cant degree. Since each 
climate laboratory develops much of its own low-level software (such as 
the  “ new ”  and  “ old ”  libraries of intrinsic function codes indicated in   fi gure 
7.5 ), their individual computers have calculating  “ styles ”  or  “ personalities ”  
(my terms) that show up as small differences in outcomes over long model 
runs. The effect is that the  “ same ”  model, when ported to a different com-
puter, will behave somewhat differently for reasons related to how the 
machine implements computational processes, rather than to the model ’ s 
mathematics. Rosinski and Williamson suggested that although these com-
putational differences cannot be eliminated, ported models can be statisti-
cally validated against original model results to ensure that computer 
 “ personalities ”  do not substantially alter model behavior. 

 2 × CO 2 : A Paradigmatic Modeling Experiment 

 As GCMs added vertical levels, going from two in Phillips ’ s prototype to 
nine levels or more by the mid 1960s, modelers had to work out how to 
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simulate transfers of energy, mass, and moisture from one level to another. 
Among other things, without such transfers GCMs would not reproduce 
large-scale vertical circulatory features, such as the giant Hadley, Ferrel, 
and polar cells (see fi gure 2.7). These features, which span tens of degrees 
of latitude and encircle the entire planet, could not simply be entered into 
the models. Instead, they would have to emerge from grid-scale processes. 
Research on vertical structures and processes became critical to the scien-
tifi c agenda of modelers during this period. 

 Modelers focused much of their attention on  radiative transfer .  79   
Atmospheric gases absorb and re-radiate solar energy, heating and cooling 
the atmosphere. These energy transfers drive the entire climate system. The 
atmosphere consists mostly of nitrogen (78 percent), oxygen (21 percent), 

 Figure 7.5 
 An illustration of differences between IBM and Cray runs of NCAR CCM2, differ-

ences between control and perturbed versions of CCM2 Cray and IBM runs, and 

differences between Cray runs using two versions (new and old) of an intrinsic code 

library. Original legend:  “ Global RMS [root mean square] temperature differences 

between IBM and Cray versions of CCM2 and various perturbation pairs on the IBM 

and Cray. The notation (10      x  ) denotes an initial perturbation taken from a rectan-

gular distribution bounded by   1.0    10      x  . ”  

  Source : J. M. Rosinski and D. L. Williamson,  “ The Accumulation of Rounding Errors 

and Port Validation for Global Atmospheric Models, ”   SIAM Journal on Scientifi c 

Computing  18, no. 2 (1997), 560. 
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and argon (1 percent). However, none of these gases absorbs much radia-
tion in the infrared portion of the spectrum responsible for heating. 
Instead, the principal  “ radiatively active ”  gases are water vapor, ozone, 
and carbon dioxide. These and other radiatively active trace gases create 
the greenhouse effect, which maintains Earth ’ s average temperature at 
around 15 ° C. 

 Recall from chapter 4 that, just before World War II, G. S. Callendar 
had revived the carbon dioxide theory of climate change, fi rst proposed 
by Tyndall, Arrhenius, and others in the nineteenth century. Climatologists 
initially received Callendar ’ s results quite skeptically, but Callendar dog-
gedly continued to promote the idea despite its chilly reception.  80   By the 
1950s, numerous scientists — many trained in fi elds other than meteorol-
ogy — began to reconsider the carbon dioxide theory. 

 Among others, the physicist Gilbert Plass, inspired by World War II and 
early Cold War military research on radiation (he had worked on the 
Manhattan Project), revisited the work of Arrhenius and Callendar. In 
1956, Plass published a series of articles reviewing the CO 2  theory of 
climate change.  81   Unlike his predecessors, Plass had access to a computer 
(the MIDAC at the University of Michigan) and thus was able to calculate 
CO 2  ’ s radiative transfer effects without resorting to the  “ many approxima-
tions . . . used . . . in earlier attempts to solve this complex problem. ”  Plass 
calculated radiation fl uxes at 1-km intervals from the surface to an altitude 
of 75 km. He performed these calculations for the existing concentration 
of CO 2 , then repeated them for half and for double the existing CO 2  con-
centration. His result:  “ The surface temperature must rise 3.6 ° C if the CO 2  
concentration is doubled. ”   82   Plass warned of signifi cant and enduring 
global warming by the twentieth century ’ s end. In 1957, Hans Suess and 
Roger Revelle published their famous paper on the carbon cycle, indicating 
that not all the carbon dioxide from combustion of fossil fuels could be 
absorbed by the oceans, so that the gas ’ s concentration in the atmosphere 
would continue to rise.  83   I discuss this work further in chapter 8. 

 As they began to construct their nine-level GCM a few years later, 
Manabe and his colleagues at the GFDL also examined the effects of dou-
bling or halving CO 2  concentrations (using the one-dimensional model, 
not the GCM). Smagorinsky had assigned Manabe to create radiative 
transfer code for the model. Manabe recalled it this way when I inter -
viewed him: 

 My original motivation for studying the greenhouse effect had very little to do with 

concern over environmental problems. But greenhouse gases . . . are the second 
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most important factor for climate next to the sun. Greenhouse gases on this planet 

change Earth ’ s surface temperature by as much as 30 ° C. So in order to test the radia-

tive computation algorithm, how effective it is to simulate the thermal structure of 

the atmosphere, you have to put this greenhouse gas in. . . . Here my job require-

ment to try to develop a radiation algorithm came in very handy. . . . So I was an 

opportunist. I took this opportunity to do this problem. 

 But then a funny thing happened. Fritz M ö ller, who was working with me, . . . 

found out that the methods of Callendar and Plass . . . start failing when . . . the 

temperature warms up in the atmosphere. When the temperature warms up, you 

get more water vapor in the atmosphere. And that means more downward fl ux of 

radiation. So when M ö ller started putting in what we call water vapor feedback, 

[previous] methods started failing miserably. . . . Sometimes when you doubled CO 2  

you got a cooling of 10 degrees, depending upon temperature, but at another tem-

perature you doubled CO 2  and you got a 15 degree warming. All kinds of crazy 

results, mainly because including Arrhenius,  all the pioneers who worked on greenhouse 

warming thought about only the radiation balance at Earth ’ s surface .  84   

 In other words, any given parcel of air not only receives radiant energy 
from incoming sunlight, but also re-radiates energy in all directions. This 
re-radiated energy is, in turn, absorbed, refl ected, or re-radiated by other 
parcels of air. Therefore, to handle radiation in a nine-level model, Manabe 
needed his radiation code to work out these radiative transfers  within  the 
atmosphere, i.e., between model levels. 

 Furthermore, it was necessary to model the problem M ö ller had discov-
ered: how changes in CO 2  would affect the concentration of water vapor 
(a problem known as  “ water vapor feedback ” ). M ö ller ’ s 1963 calculation 
showed that cloud and water vapor feedbacks associated with CO 2  dou-
bling could have huge effects, producing  “ almost arbitrary temperature 
changes ”  of up to 9.6 ° C, for which no existing model could account. He 
also argued that scientists had focused on CO 2  because they could measure 
its global concentration adequately with relative ease, whereas the extreme 
variability of clouds and water vapor made those phenomena almost 
impervious to empirical study at the global scale.  85   A warmer atmosphere 
at the surface causes greater evaporation, but more water vapor in the 
atmosphere can translate into more clouds, which may either cool or warm 
the atmosphere depending on their structure, altitude, and color. Finally, 
water vapor is implicated in moist convection, another process of vertical 
heat transfer. Working out the relationships among all these factors would 
take decades; some remain controversial today. 

 Throughout the 1960s, Manabe, collaborating with M ö ller, Smagorinsky, 
Robert Strickler, Richard Wetherald, Doug Lilly, and Leith Holloway, slowly 
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worked out a new, one-dimensional radiative-convective model. His group 
then used that model to create radiation code for the three-dimensional, 
nine-level GFDL GCM.  86   At fi rst, they simply wanted to understand the 
model ’ s sensitivity to changes in and relationships among key variables 
involved in vertical radiation transfer, including CO 2 , water vapor, ozone, 
and cloudiness. In the fi rst Manabe one-dimensional model, doubling the 
concentration of carbon dioxide produced an increase of 2.3 ° C in global 
average temperature. Revisions to the model later reduced the increase to 
1.9 ° C.  87   In 1975, Manabe and Wetherald became the fi rst investigators to 
test the climate ’ s sensitivity to carbon dioxide doubling in a GCM. Their 
results indicated a rise of about 2.9 ° C at the surface, notably larger than 
the simple radiative-convective model ’ s predictions.  88   

   Table 7.3  lists the most signifi cant papers on carbon dioxide ’ s tempera-
ture effects from Arrhenius ’ s seminal work through Manabe and Wetherald ’ s 
pioneering GCM calculation. Nearly all these papers used carbon dioxide 
doubling as a benchmark. (Many also calculated the effects of halving the 
concentration.) In view of the complexity of the problem, these results all 
fell within a strikingly restricted range. Leaving aside Arrhenius ’ s early 
result (based on very approximate measures of CO 2  ’ s radiative properties) 
and M ö ller ’ s 1963 calculation of 9.6 ° C (by his own admission a model that 
produced  “ almost arbitrary temperature changes ” ), these calculations vary 
from a low of 0.8 ° C to a high of 4 ° C, approximately a factor of 4. Stephen 
Schneider, reviewing these and other results and comparing his own model 
with that of Manabe and Wetherald, argued for a likely climate sensitivity 
of 1.5 – 3 ° C.  89   Furthermore,  all the reported values are positive . In other words, 
every single result pointed to warming from carbon dioxide doubling; the 
question was not whether, but how much. This striking consistency would 
help to place global warming theory on the political agenda, the subject 
of chapter 14. Thus climate sensitivity to carbon dioxide doubling had 
already become a paradigmatic modeling experiment by the 1950s. So it 
was not only natural, but necessary, to try the same experiment with 
GCMs. The  “ 2  CO 2  ”  simulation became a standard modeling exercise.   

 As Kuhn pointed out long ago, paradigmatic experiments — those that 
settle an issue and create a widely accepted framework for solving further 
problems — can unify a scientifi c fi eld.  90   In this case, however, simulations 
of CO 2  doubling had a paradoxical dual effect. First, because virtually all 
simulations gave results within a fairly narrow range of positive values, 
they unifi ed the fi eld in something like the way Kuhn suggested, creating 
a set of puzzles to be solved within the dominant framework of simulation 
modeling and establishing a set of techniques for solving those puzzles. 
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  Table 7.3 
 Selected estimates of the effects of carbon dioxide doubling on global average tem-

perature, 1896 – 1975. 

 Investigator(s)  Year 

 Climate sensitivity 

to CO 2  doubling  Remarks 

 Arrhenius  1896  5 – 6 ° C  2-D (zonal and vertical) radiative 
transfer model; hand calculation 

 Hurlburt  1931  4 ° C  Unnoticed until 1960s owing to 
general rejection of CO 2  theory; 
Callendar unaware of Hurlburt ’ s 
work until about 1942 

 Callendar  1938  1.5 ° C  1-D radiative transfer model; 
CO 2  doubling not mentioned in 
text, but appears in graph; no 
convection 

 Callendar  1949  2.1 ° C  Revised version of his 1938 
calculations; CO 2  doubling 
explicitly mentioned 

 Plass  1956  3.8 ° C  1-D radiative transfer model; 
no convection or water vapor 
feedback 

 M ö ller  1963  1.5 – 9.6 ° C  1-D surface energy balance model; 
combined H 2 O and CO 2  absorp-
tion reduces overall warming, 
but water vapor feedback produces 
 “ almost arbitrary temperature 
changes ”  

 Conservation 
Foundation 

 1963  3.8 ° C  Consensus statement by Plass, 
Keeling, and others 

 Manabe and 
Wetherald 

 1967  2.4 ° C  1-D radiative-convective model; 
humidity and cloudiness levels 
strongly infl uence CO 2  effects 

 Manabe  1970  1.9 ° C  Revised version of Manabe and 
Wetherald 1967 1-D radiative-
convective model; sensitivity is 
for  “ average ”  cloudiness 

 Rasool and 
Schneider 

 1971  0.8 ° C  1-D radiation balance model with 
fi xed relative humidity and 
cloudiness 

 Manabe and 
Wetherald 

 1975  2.9 ° C  First use of a GCM to simulate 
effects of CO 2  doubling 
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Yet, in contrast with the classic Kuhnian cases, they did not settle the issue. 
Instead, the range of results remained large enough to generate ongoing 
controversy for several decades. The  “ benchmark ”  aspect of this experi-
ment became more salient as climate change became a policy issue. (See 
chapter 14.) 

 At the end of chapter 4, we saw that Callendar ’ s 1938 revival of the 
carbon dioxide theory foundered on the objections of C. E. P. Brooks, 
David Brunt, and other climatologists. They argued that Callendar could 
not connect the apparent warming trend with carbon dioxide levels, 
because the warming might be caused by circulatory effects that no one 
yet understood. Though Callendar did not live to see it (he died in 1964), 
GCMs would permit climatologists to analyze the connection of CO 2  and 
circulation in detail. In a real sense, climate modelers have been working 
on that problem ever since. 

 Data Friction, GCMs, and Climate Change 

 How do you distinguish a good simulation from a bad one? Of course your 
simulation should look like the reality it ’ s simulating. But before you can 
tell whether it is doing that, you need a reliable picture of that reality. You 
need a data image. The more detailed your simulation gets, the more 
precise your data image must become if you are going to evaluate your 
model ’ s quality. In the case of the planetary circulation, that picture of 
reality proved exceedingly hard to come by. 

 The long-term data record available at the dawn of the GCM era 
remained severely fragmented. No single data set covered both the oceans 
and the land surface. The standard  “ global ”  climate data — the R é seau 
Mondial and the  World Weather Records  — tracked only about 400 surface 
stations on land. Before 1938, upper-air data — critical to studies of the 
general circulation — remained extremely sparse. Collecting and publishing 
climate data still took years, even decades. Large libraries of digitized data 
had been collected in a few places, but the storage medium (punch cards) 
was too bulky, heavy, and fragile to be widely or readily shared. Large data 
voids remained, especially in the southern hemisphere and the extreme 
polar regions. 

 An example illustrates the extent of the problem. In 1965, Smagorinsky, 
Manabe, and their colleagues wanted to evaluate their hemispheric GCM. 
They could fi nd no single data source containing suffi cient information 
about the entire hemisphere at every altitude represented in the model. 
Instead, they had to combine observational data from numerous sources 
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 Figure 7.6 
 Zonal mean winds in the northern hemisphere as computed in the GFDL nine-level 

GCM (top) and as observed (bottom). The diagram represents a cross-section of the 

atmosphere taken from the equator to the north pole. The observed mean combines 

tropospheric winds for 1950 with stratospheric winds for 1957 – 58.  

  Source : J. Smagorinsky et al.,  “ Numerical Results from a Nine-Level General Cir-

culation Model of the Atmosphere, ”   Monthly Weather Review  93 (1965), 736. 
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in dubious ways. For instance, the best wind data for the troposphere came 
from H. S. Buch ’ s analysis for the year 1950, which was based on 81 north-
ern hemisphere wind stations. But these data did include the stratosphere, 
so Smagorinsky et al. had to combine them with data for a different year: 
Abraham Oort ’ s data for the International Geophysical Year (1957 – 58), 
from 240 northern hemisphere radiosonde stations at three pressure levels. 
No traditional climatologist would have accepted combining data from 
two different years in this way; circulatory patterns varied too much. But 
all other data on the circulation above the surface exhibited similar limits, 
so the modelers had no real choice. To top it off, the nine-level GCM 
contained well over 10,000 gridpoints, a resolution that far exceeded those 
of all existing observational data sets.  91   

 Fortunately, in 1965 no one expected much accuracy. Modelers just 
wanted to know whether they were in the ballpark. They would be happy 
if their crude GCMs reproduced even the most basic features of the circula-
tion, such as the trade winds and the vertical temperature distribution. 
Comparing GCM outputs they expected to be inaccurate with data they 
knew to be imprecise worked well enough for the time being. But this 
strategy could not work in the long run. In time, modelers would need 
better data, especially in the vertical dimension. How else could they tell 
whether their models were improving? 

 Furthermore, by 1970 modelers were already becoming embroiled in 
emerging political controversies over anthropogenic climate change, pro-
voked in part by their own research on carbon dioxide and aerosol effects. 
This made the demand for accurate global climate data much more urgent. 
It also changed the nature of the research problems modelers had to solve. 
As we have just seen, most theoretical models projected a 2 – 4 ° C tempera-
ture increase from CO 2  doubling. But CO 2  had not doubled; in fact, as of 
1970 it had risen only about 13 percent above pre-industrial levels. Climate 
scientists therefore faced new questions that could only be answered by 
comparing simulations with observational data. For example, could they 
already detect a warming  “ signal ”  against the natural  “ noise ”  — as Callendar 
already believed in 1938? GCM simulations might serve as the  “ control ”  
against which to detect that signal. If they did fi nd a signal, could they 
prove that greenhouse gases were the cause? Again, simulations would be 
needed as controls. Could they project how climate would change as CO 2  
continued to increase? CO 2  was not going to double overnight; instead, it 
would rise slowly. How would this  “ transient ”  increase affect the climate ’ s 
response? In addition, how would particulate aerosols, chlorofl uorocar-
bons, methane, and other anthropogenic pollutants affect the climatic 
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future? What about water vapor? Perhaps the increased evaporation caused 
by a warmer climate would ultimately paint the planet white with clouds, 
paradoxically refl ecting so much heat back into space that temperatures 
would plummet, leading to an ice age. Or perhaps the cooling effect of 
particulate aerosols would cancel out carbon dioxide warming, stabilizing 
temperatures. How would temperature changes affect ocean circulation? 
Et cetera, et cetera, in a list that mushroomed along with the new fi eld. 

 Answering all these questions would require much more, and more 
precise, climate data. To make their projections credible, modelers would 
have to show not only that they could simulate the present climate but 
also that they could reproduce its past. To do that, they would need to 
know much more about the history of the global atmosphere than anyone 
had yet attempted to discover. How much information could be wrung 
from the spotty, mostly two-dimensional historical record? Could new 
observing systems provide a suffi ciently detailed picture of the vertical 
dimension? How long would it take to accumulate a truly global, three-
dimensional climate record? In the following chapters, I trace the evolu-
tion of weather and climate data networks since World War II — the sources 
of the information meteorologists required in order to address these 
complex questions.              



 8     Making Global Data 

 As the era of numerical forecasting dawned, atmospheric scientists 
began to realize that the structure of their discipline had been turned on 
its head by the computer. In the 1940s the stream of data had already 
become a fl ood; both forecasters and climatologists were collecting far 
more information than either could ever hope to use with the technologies 
then at their disposal. Yet by the late 1950s, as NWP models reached 
hemispheric scales and general circulation modeling began, forecasters and 
climatologists saw that they would soon not have nearly  enough  data — at 
least not in the right formats (standardized and computer processable), 
from the right places (uniform gridpoints at many altitudes), and at the 
right times (observations taken simultaneously around the globe). The 
computer, which had created the possibility of numerical modeling in the 
fi rst place, now also became a tool for refi ning, correcting, and shaping 
data to fi t the models ’  needs. Meanwhile, the models began to shape data-
acquisition strategies, sometimes directly. Over the next three decades, 
techniques for  making global data  increasingly converged with techniques 
for  making data global . 

 To  make global data , national weather services developed and refi ned 
their observing systems and improved international data communication 
through a variety of telecommunications networks, old and new. Movement 
to standardize observations accelerated as a new World Meteorological 
Organization rose from the ashes of the old International Meteorological 
Organization. Upper-air observing networks grew, adding the crucial third 
dimension to the existing surface network. Meteorologists added new sta-
tions and new instruments — most important among them satellites, which 
from their orbits in space could provide more complete and consistent 
global coverage than any other observing system. 

 Nonetheless, instrument readings from the emerging global data 
network did not, in their  “ raw ”  form, look anything like the kind of data 
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needed by the regular grids of computer models. In many ways, the pro-
liferation of instruments and observing platforms made the task of integra-
tion harder. To  make data global , scientists developed suites of intermediate 
computer models that converted heterogeneous, irregularly spaced instru-
ment readings into complete, consistent, gridded global data sets. They 
also literally created data for areas of the world where no actual observa-
tions existed. These intermediate models were turned back upon the data 
network itself to determine how changes in the location, density, and 
frequency of observations might affect the quality of forecasts and other 
simulations. As time went on, these techniques became so tightly inter-
twined that they transformed the very meaning of the term  ‘ data ’ . Today, 
the processes atmospheric scientists invented are ubiquitous not only in 
geophysics but throughout the sciences.  Virtually everything we now call 
 “ global data ”  is not simply collected; it is checked, fi ltered, interpreted, and 
integrated by computer models.  We will explore this second, complementary 
aspect of global data in chapter 10. 

 As early as 1950 the outlines of this transformation were already clear 
to some meteorologists. Speaking on the occasion of the thirtieth anniver-
sary of the founding of the American Meteorological Society, Athelstan 
Spilhaus noted the spread of the telephone, telegraph, and radio networks, 
developments in automated instrumentation, and the imminent arrival 
of computer models. These, he wrote in the  Bulletin of the American 
Meteorological Society , would soon combine to comprise  “ the ultimate 
weather instrument ” : 

 The complete weather instrument will observe at all suitable points in three dimen-

sions and transmit to a center. There it will not only store data and compile it for 

study purposes, but will pick off and pre-compute the information needed to feed 

the electronic computing devices which will prepare predictions and automatically 

disseminate them to the distribution networks.  1   

 The prescient Spilhaus might have been introducing the World Weather 
Watch project, initiated more than ten years later. Decades before the 
World Wide Web, this fi rst WWW forged a unifi ed global infrastructure of 
data, communications, and computing from the tangle of uncoordinated, 
heterogeneous systems that preceded it. The tensions of the Cold War both 
spurred and inhibited its development, often in dramatic ways. 

 This chapter explores the geopolitical and scientifi c contexts of making 
global data. The number and the complexity of linked events confound 
any attempt at a unifi ed chronological narrative. Instead, the chapter con-
siders some of the institutions, political arenas, and projects that most 
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infl uenced the unifi cation of the weather and climate information infra-
structure in the 1950s and the 1960s. 

 Meteorology and Cold War Geopolitics 

 The primary geopolitical context of post – World War II geophysics was the 
manifest desire of both superpowers for a multi-dimensional form of global 
reach. In  The Closed World  (1996), I argued that the United States ’  foreign 
policy of  “ containment ”  conceptualized the Cold War as a global struggle, 
reading all confl icts everywhere in the world as subsets of the superpowers ’  
contest for military and ideological advantage. Containment strategy 
materialized in specifi c technological forms. High-technology weapons —
 thermonuclear bombs, long-range bombers, nuclear submarines, missiles —
 would project American power across the globe, while computers, radar, 
and satellites would enable centralized, real-time surveillance and control. 
Heavy investment in military equipment would reduce reliance on sol-
diers. Hence, the extremely rapid improvement of computers between 
1945 and 1960 owed much to Cold War technopolitical strategies. At the 
same time, computers helped to realize America ’ s global ambitions by 
making possible centralized command and control on an unprecedented 
scale.  2   

 Global reach necessarily involved collecting many kinds of global infor-
mation. If  “ we ”  were to  “ defend every place ”  — as General Douglas 
MacArthur urged the US Congress in 1951 — then  “ we ”  would need to 
 know  about every place. The most direct information requirement was, of 
course, intelligence about military forces, deployments, and strategic 
intentions. Yet it rapidly became clear that many other kinds of knowledge 
would also be required, included those of certain geophysical sciences: 
geodesy (for accurate mapping and missile guidance), oceanography (for 
submarine and naval warfare), seismology (for detecting nuclear tests), 
climatology (for anticipating likely conditions at potential sites of confl ict), 
and weather forecasting itself. From the geostrategic perspective, then, 
meteorology was only one part of a larger project in constructing a global 
panopticon. 

 As was noted in chapter 6, weather control became a signifi cant arena 
of competition in the early years of the Cold War, and therefore it became 
a source of large amounts of research funding. John von Neumann ’ s 
unwavering support for weather control projects contributed enormously 
to their legitimacy. Concerned that the Soviet Union might beat the 
United States to the discovery of successful techniques, von Neumann 
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 “ warned that this might ultimately be a more dangerous threat than 
ICBMs. ”   “ Our knowledge of the dynamics in the atmosphere, ”  he told 
Congress in 1956,  “ is rapidly approaching a level that will make possible, 
in a few decades, intervention in atmospheric and climatic matters. It will 
probably unfold on a scale diffi cult to imagine at present. There is little 
doubt [that] one could intervene on any desired scale, and ultimately 
achieve rather fantastic effects. ”   3   

 By the late 1950s, experiments with cloud seeding and other techniques 
were still producing equivocal results, yet optimism remained high. Not 
only the military services, but also the civilian National Science Foundation 
funded ongoing experiments. By 1959, almost half of the $2.4 million 
budget of the NSF ’ s Atmospheric Sciences Program went to weather control 
projects. The prospect of weather control remained very much on the 
military agendas of the United States and the Soviet Union well into the 
1970s, when it was fi nally abandoned because the results were consistently 
disappointing.  4   The  “ rather fantastic effects ”  of which von Neumann spoke 
would manifest, instead, in what meteorologists of the 1950s called  “ inad-
vertent weather modifi cation ” : climate change as an unintended side effect 
of other human activity. 

 The possibility of weather control was often deployed to justify research 
on numerical weather prediction, though in actual practice the two 
remained largely separate tracks. But during the Cold War military forces 
had other reasons to support weather prediction work. Military technologi-
cal change increased the superpowers ’  appetites for global weather data 
and forecasts. Pilots of high-fl ying jet aircraft needed information on the 
jet streams and other high-altitude weather phenomena, which could also 
affect ballistic missiles. Navigators of long-distance bombers might need 
weather data from almost anywhere in the world. Tactical nuclear strategy 
depended on knowing the likely path of fallout clouds and the distances 
they might travel on the wind. In the 1950s, the US Air Force ’ s Air Weather 
Service (AWS) grew to be the world ’ s largest weather service, employing 
an average of 11,500 people. During this period, about 2000 of these AWS 
personnel were offi cers with some degree of formal training in meteorol-
ogy. By the end of the 1950s, military offi cers accounted for over half of 
the total enrollment in meteorology programs at American universities.  5   
Geostrategy and technological change — mutually reinforcing — thus 
aligned military interests with the informational globalism of scientists 
involved in NWP research. 

 Procurement of global weather data grew into a joint, unifi ed effort of 
the Weather Bureau and the Navy and Air Force weather services, and 
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(later) of NASA as well.  6   American military weather observations, especially 
from radiosondes and reconnaissance aircraft fl ying from remote Arctic 
and Pacifi c island airbases such as Alaska, Greenland Hawaii, the Philippines, 
Midway, and Guam, became important sources of upper-air data in sparsely 
covered regions. Radio operators at US military bases around the world 
collected and retransmitted the data broadcast by other countries ’  weather 
services. Bases in France, Germany, Korea, and Japan provided coverage of 
the surrounding regions independent of national weather services. The 
worldwide forays of American military vessels supplemented coverage of 
the oceans. 

 These military observing networks freely shared most of the synoptic 
data they collected, but they also produced their own separate, classifi ed 
forecasts and data. There is little evidence, however, that these forecasts 
and data were any better than those produced by their civilian counter-
parts. Indeed, military weather services experienced ongoing threats to 
their survival from commanders who found them redundant or sought to 
cut costs by relying on civilian forecasts instead. As a co-sponsor of the 
Joint Numerical Weather Prediction Unit, the Air Force received and tested 
JNWPU forecast products from the beginning and soon relied heavily upon 
them.  7   Around 1960 both the US Air Weather Service and the Royal 
Swedish Air Force discontinued some internally produced forecasts in 
favor of publicly available results.  8   Even the top-secret Defense 
Meteorological Satellite Program (DMSP), which operated independent 
military weather satellites from 1962 until 1994, was nearly identical to its 
civilian counterpart and was eventually absorbed by it.  9   The principal 
purpose of the separate military weather network eventually became to 
provide a backup system in case a war stopped the fl ow of data through 
the civilian network. 

 Cold War politics did, at times, signifi cantly impede the free exchange 
of data. For example, from 1949 to 1956 the People ’ s Republic of China 
(PRC) shared no weather data at all. From 1957 to 1963 data from the PRC 
were generally well distributed, but after 1963 most non-synoptic data, 
including upper-air data and climatological averages, were closely held 
until the 1980s, when data-sharing efforts resumed.  10     Figure 8.1  shows 
synoptic network coverage in 1956. The absence of reports from the PRC 
is clearly visible as a data void.   

 The Soviet Union circulated most but not all of its weather data through 
the international network. For example, it withheld the locations of some 
weather stations near its northern borders, presumably for military reasons. 
The US Air Weather Service was able to determine the probable locations 
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 Figure 8.1 
 Average northern-hemisphere sea-level coverage in the 1956 synoptic network, from 

multiple sources at 1230 GMT. Dots represent surface stations. Note the absence of 

reports from the People ’ s Republic of China. 

  Source : W. M. McMurray,  “ Data Collection for the Northern Hemisphere Map 

Series, ”   Monthly Weather Review  84, no. 6 (1956), 227. 
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of these stations by modeling their fi t to several months ’  worth of weather 
analyses.  11   Since the PRC and the USSR together accounted for over 20 
percent of the world ’ s total land surface, data from these regions were vital. 

 The World Meteorological Organization: Infrastructural Globalism during 
the Cold War 

 In chapter 1, I argued that infrastructures for collecting and disseminating 
globalist information play a signifi cant part in producing widely shared 
understandings of the world as a whole. As we have seen throughout this 
book, the dream of a global weather data network — a  “ vast machine, ”  in 
Ruskin ’ s words — has animated meteorological visionaries since the middle 
of the nineteenth century. International data exchange was well estab-
lished in the northern hemisphere by the 1930s, long before numerical 
weather prediction. Yet the network suffered from enormous data friction 
because of (among other things) multiple communication and data-storage 
technologies, data loss in noisy transmission channels such as radio, failure 
of national weather services to conform to International Meteorological 
Organization standards, and wide variation in the codes to transmit data. 

 The disarray refl ected the socio-political structure of international 
meteorology before World War II. National weather services certainly 
understood the value of standardization and cooperative data exchange, 
but for structural reasons their principal imperatives came from within. 
They guarded their independence closely, and regarded IMO standards 
merely as guidelines. The IMO lacked both political authority and fi nancial 
support, and no other body existed to organize international weather 
communication. Data traveled widely through telegraph, telex, radio, and 
other media. Yet the proliferation of formats, transmission errors, and 
other data friction prevented most of the potentially available data from 
ever being used outside the countries that created them. 

 Thus the global data network circa 1950 had yet to fully transcend the 
system-building phase (see the section Dynamics of Infrastructure 
Development in chapter 1). Each national weather service maintained its 
own standards and systems; these were similar enough to connect to a 
degree, but different enough to make genuine interoperability impossible. 
Some regional networks, especially in Europe, had achieved a degree of 
coherence, while the European colonial empires undergirded weather 
reporting from far-fl ung territories elsewhere in the world. But efforts to 
link these regional and imperial networks into a smoothly functioning 
planetary internetwork had so far met with little success. 
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 Meteorologists had accepted informational globalism — the principle 
that standardized data from the whole world should be routinely collected 
and shared — for many decades. From Maury ’ s ships ’  logs to the R é seau 
Mondial, numerous meteorological visionaries had advocated plans best 
described as  infrastructural globalism : a permanent, unifi ed, institutional-
technical network for global weather data, forecasting, and communica-
tion, as discussed in chapter 1. The IMO ’ s institutional weakness, the 
straitjacket imposed by the sovereignty of national weather services, and 
the imprecision of pre – World War II forecasting all contributed to the 
failure to achieve this goal. The end of World War II brought meteorolo-
gists ’  pent-up frustration with this disarray into alignment with technologi-
cal and institutional opportunity, and transformed meteorology to its core. 

 During the 1930s, as we saw in chapter 3, the International Meteorological 
Organization had slowly reached a consensus that it should seek intergov-
ernmental status. That status, the IMO hoped, would commit government 
authority and fi nancial support to its infrastructural-globalist goals: extend-
ing cooperation, improving national conformance to IMO standards, and 
building out the world data network. By 1939, IMO leaders had drafted a 
World Meteorological Convention that would implement this plan, but 
World War II interrupted the effort. Not until 1946 could the IMO meet 
again. Already primed for major change by its prewar activism, the orga-
nization worked at a furious pace, building on the World Meteorological 
Convention drafted seven years earlier. 

 Agreement did not come easily. Many participants remained skeptical 
of the value of intergovernmental status. The perennial issue was whether 
the change might lead to politicized control of meteorology by govern-
ments. Nonetheless, buoyed by the postwar atmosphere of optimism, 
conferees resolved the major outstanding questions in just over a year. 
Reassured by negotiators that professional status would remain primary, 
nations would retain equal rights as members, and that governments 
would not control its deliberations, the fi nal drafting conference (held in 
Washington) closed in 1947. 

 The new organization would become one among many  “ specialized 
agencies ”  of the United Nations, so it would have to conform to the UN ’ s 
rules of membership. In the fi nal days of the drafting conference, American 
legal experts advised the conferees that membership in the new organiza-
tion should be accorded only to  “ sovereign states ”  recognized by the UN. 
This criterion excluded not only divided Germany (the major issue imme-
diately after the war) but also the People ’ s Republic of China, colonial 
territories, and individual Soviet republics from full membership. As Clark 
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Miller has observed, for meteorologists this  “ new vocabulary of  ‘ States ’  
instead of  ‘ countries ’  superimposed a  geopolitical  imagination of the world 
over the  geographical  imagination that had previously organized meteoro-
logical activities. ”   12   These debates mirrored others that were occurring 
simultaneously in the UN General Assembly. In October 1947, representa-
tives of 31 governments signed the World Meteorological Convention. The 
Convention entered into force in early 1950, and in 1951 the International 
Meteorological Organization offi cially became the  World  Meteorological 
Organization. 

 The early WMO chipped away at the Herculean task of integrating the 
unruly complexity of national and regional weather observing and com-
munication systems into a single functional internetwork. It accomplished 
this by embedding social and scientifi c norms in worldwide infrastructures 
in two complementary ways. First, as the process of decolonization 
unfolded, the WMO sought to align individuals and institutions with 
world standards by training meteorologists and building national weather 
services in emerging nations. Second, the WMO worked to link national 
weather data reporting systems into a global data collection and processing 
system .  Indeed, the new organization ’ s most fundamental and explicit 
purpose, as outlined in the World Meteorological Convention ’ s opening 
paragraphs, would be to promote informational globalism through a 
standardized network infrastructure: 

 To facilitate world-wide co-operation in the establishment of networks of stations 

for the making of meteorological observations or other geophysical observations 

related to meteorology. . . . ; 

 To promote . . . systems for the rapid exchange of weather information; 

 To promote standardization of meteorological observations and to ensure the 

uniform publication of observations and statistics; 

 To further the application of meteorology to aviation, shipping, agriculture, and 

other human activities; and 

 To encourage research and training in meteorology and to assist in co-coordinating 

the international aspects of such research and training.  13   

 In most respects these goals differed little from the expressed ambitions of 
the IMO. Now, however, meteorologists could call upon the power of 
governments, as well as the authority (and the fi nances) of the UN, to 
implement them. 

 National sovereignty  14   remained a membership requirement, but the 
World Meteorological Convention did specify a mechanism by which 
states not belonging to the UN could join the WMO. Territories (i.e., colo-
nies and protectorates) could also join, under the sponsorship of their 
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governing states. Membership grew quickly. By the mid 1960s most nations 
were represented.  15   For decades, however, the exceptions to this rule 
remained extremely signifi cant. Sovereign statehood as a requirement for 
membership lay in tension with the organization ’ s informational-globalist 
principles and with the prevailing ideology of scientifi c internationalism. 
In 1951 the First World Meteorological Congress immediately moved to 
soften the rebuff of the PRC ’ s exclusion by inviting that country to par-
ticipate as an  “ observer. ”  It soon expanded this decision into a general 
policy. Any non-member country could send observers to World Me -
teorological Congresses, and the directors of the country ’ s meteorological 
services could attend or be represented at technical commission meetings. 
This uneasy compromise avoided overt confl ict with UN policy and the 
United States, but it did not satisfy the desire of many states for full rec-
ognition. Ten of the seventeen non-member nations that were invited to 
send observers to the Second World Meteorological Congress in 1955 
declined.  16   Even many years later, the second-class  “ observer ”  status and 
the exclusion of divided nations provoked anger.  

 For example, during the Sixth Congress, held in 1971, Rodriguez 
Ramirez, a delegate from Cuba, insisted on reading into the minutes a 
statement denouncing the exclusion of  “ the socialist countries ”  from full 
membership. Ramirez accused the WMO of hypocrisy: 

 The World Weather Watch [see chapter 9] would have more amply fulfi lled its 

objectives had the WMO opened its doors to all countries. . . . The WMO . . . is 

rejecting UN agreements on the peaceful uses of the World Weather Watch. Viet-

Nam, in particular, has suffered the destruction of nearly half of its meteorological 

stations, loss of the lives of more than 100 scientists and meteorological workers, 

terrible destruction of its forest wealth by the use of chemical products which have 

altered its ecology and biology . . . at the hands of the armed invasion forces of the 

United States and its allies. This declaration, Mr. Chairman, has been supported by 

the socialist countries of Byelorussia, Bulgaria, Czechoslovakia, Hungary, Mongolia, 

Poland, Romania, Ukraine and the Soviet Union.  17   

 US representative George Cressman responded heatedly that such state-
ments  “ served no purpose other than to interrupt the proceedings with 
political propaganda. ”  But he could not resist going on to characterize the 
US intervention in Vietnam as an invited response to  “ coercion, organized 
terror and subversion directed by North Viet-Nam. ”   18   

 Such direct, on-the-record confrontations rarely marred the smooth, 
courteous surface of WMO meetings. Still, their public eruption marked 
the subterranean antagonism between the organization ’ s informational 
globalism and the confl icted, voluntarist internationalism of its predeces-
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sor, the IMO. This antagonism mirrored a larger tension that dominated 
international relations of all sorts in the postwar years, not least in the 
United Nations itself. Since the middle of the seventeenth century, under 
the so-called Westphalian model of sovereignty, states had retained 
absolute control over affairs within their territories, but expected no 
control whatsoever over the affairs of other states. No state recognized any 
authority higher than its own. Virtually all international associations 
were voluntaristic, existing only to promote mutual interests (and only 
so long as those interests remained mutual). Military alliances were 
paradigmatic.  19   

 The UN system simultaneously perpetuated and eroded voluntarist 
internationalism. On the one hand, it strengthened the nation-state frame-
work by creating explicit criteria for legitimate sovereignty and codifying 
the rights of states against one another. On the other hand, the UN system 
limited sovereignty, since the organization itself had the authority to chal-
lenge the legitimacy of governments. Its status as a world organization 
made withdrawal from the system diffi cult and costly. Under these circum-
stances, countries maneuvered carefully to retain a maximum of sovereign 
rights, while emerging intergovernmental organizations avoided claims to 
absolute authority that might discourage membership. The language of the 
WMO Convention therefore hedged carefully, promising only to  “ promote, ”  
 “ encourage, ”   “ facilitate, ”  etc., rather than dictate to its member states. 
Under Article 8 of the World Meteorological Convention, members were 
required only to  “ do their utmost ”  to implement WMO decisions. 

 Members could refuse to adopt any WMO recommendation simply 
by notifying the WMO ’ s Secretary-General and stating their reasons. 
Such deviations instantly became a principal concern of WMO technical 
meetings. For example, the Soviet Union and some other countries,  “ for 
practical reasons, ”  elected to continue conducting observations every two 
hours, despite a majority view that every three hours would be suffi cient. 
A compromise  “ placed emphasis on ”  the three-hourly observing times. At 
its fi rst meeting in 1953, the Commission on Synoptic Meteorology 
expressed confusion about the contradiction between Article 8 of the 
World Meteorological Convention and Resolution 15(I) of the First World 
Meteorological Congress (1951), which spoke of  “  obligations  to be respected 
by meteorological administrations. ”   20   Debate ensued over whether to use 
 ‘ shall ’  or  ‘ should ’  in regulations. Ultimately the commission put off any 
decision. Nor did the WMO Executive Committee feel ready to impose 
stronger language. Both bodies instead deferred to the full World 
Meteorological Congress. 
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 The second World Meteorological Congress, held in 1955, spent con-
siderable time confronting this problem. Finally the Congress decided to 
issue two separate sets of WMO regulations. All WMO members were 
expected to conform,  “ within the sense of Article 8, ”  to the  “ standard ”  
regulations, while members could implement a second set of  “ recom-
mended ”  regulations at their discretion. The criterion dividing these two 
sets was whether a given practice was considered  “ necessary ”  to the col-
lection of a minimal global data set or merely  “ desirable. ”   21   Nonetheless, 
deviations even from  “ standard ”  regulations remained common for many 
years. 

 The uncomfortable balance between national discretion based on state 
sovereignty and international governance based on management of a 
global operational infrastructure slowly tipped in favor of the latter, owing 
to an increasingly focused combination of technological change and insti-
tutional effort. Dramatic advances in information and communication 
technology during the 1950s made a global real-time data network an 
increasingly realistic technical possibility; later sections of this chapter 
address those changes. But other trends during that tumultuous decade, 
especially decolonization and the Cold War, moved in the opposite direc-
tion, disrupting existing meteorological services and even disconnecting 
substantial areas of the world from the network. For this reason, the most 
important arenas for infrastructural globalism in the 1950s were institu-
tional and political rather than technological. 

 The WMO did not replace national weather services as the fundamental 
unit of organization in meteorology. Yet its UN affi liation and its intergov-
ernmental status conferred both authority and legitimacy on the new 
organization. Like the IMO before it, the WMO initially served primarily 
as a central, relatively neutral site for negotiating technical standards. 
WMO technical commissions worked more vigorously than their predeces-
sors, in part because constant effort was required simply to keep abreast of 
the many new instruments and techniques arriving in the 1950s. The 
technical commissions and quadrennial World Meteorological Congresses 
provided opportunities to resolve differences over standards. 

 Yet hopes that the organization ’ s new status might rapidly produce 
general conformity to standards proved vain. Instead, both agreement on 
standards and implementation of standards took considerable time (often 
many years). Lacking any sort of police power, the WMO exerted pressure 
chiefl y through meetings and offi cial publications. At fi rst, the central 
organization in Geneva maintained only a small staff. Except for the 
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Congresses, most WMO-coordinated efforts took place elsewhere. The 
WMO Secretariat conducted no research and played no part in managing 
data networks; all of that was still done by national weather services. The 
Secretariat ’ s sole functions were to facilitate meetings and to print and 
distribute WMO publications. 

 However, the organization ’ s budget grew rapidly in its fi rst two decades. 
Annual spending increased from about $300,000 in the early 1950s to 
about $1.3 million by 1965 (See   fi gure 8.2 .)   

 The WMO Secretariat acquired permanent offi ces in Geneva in 1955, 
and moved into its own building in 1960. By 1968, its annual budget had 
reached nearly $4 million. On a symbolic level, the increasingly substantial 
presence of a central organization mattered enormously. 

 The WMO ’ s most signifi cant work as an institution took place through 
its technical assistance program. At the time of the First WMO Congress 
(1951), the impending independence of Libya, then an Italian colony, 
created the possibility of a break in meteorological operations, since the 
existing weather service in Libya was staffed mainly by non-Libyan person-
nel. The Congress directed the Executive Committee to propose a plan for 
continuation of service and  “ to express the willingness of the WMO to 
provide all possible technical assistance within its available resources. ”   22   
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From modest beginnings — $23,000 contributed to four countries in 1952 —
 the Voluntary Assistance Program soon became one of the WMO ’ s most 
signifi cant activities. 

 Accelerating after 1955, decolonization created some 40 new nations, 
multiplying the problem posed by Libya. Newly independent, often poor 
countries typically found few resources and even less attention for meteo-
rology. Throughout this period the United Nations Expanded Program of 
Technical Assistance for the Economic Development of Under-Developed 
Countries (abbreviated UNDP) invested in a variety of meteorological assis-
tance projects under WMO guidance.  23   Though hardly the largest UNDP 
expenditures, neither were these negligible. They typically accounted for 
1 – 3 percent of the UNDP ’ s overall budget.  24   

 The WMO hoped to rely entirely on the UNDP for funds, but the 
UNDP ’ s shifting priorities made it an unreliable ally. Therefore, the WMO 
established its own Voluntary Assistance Program. Although the majority 
of funding continued to fl ow from UNDP, from 1956 to 1959 the WMO ’ s 
VAP contributed about $430,000 worth of aid to 34 countries. Most of this 
took the form of expert assistance and fellowships for meteorological train-
ing. In the period 1964 – 1967 the VAP budget reached $1.5 million, with 
the UNDP contributing another $6.5 million, and by 1972, the WMO and 
the UNDP together had spent approximately $55 million on meteorologi-
cal assistance to developing nations, including about 700 expert missions, 
about 1500 fellowships, and countless seminars and training courses in 
some 100 nations.  25   Donations of equipment were also a large part of the 
program. 

 Who paid for all this? Contributions to the VAP varied from year to 
year, but as a rule the large majority of the WMO portion came from the 
United States. The Soviet Union typically offered roughly half as much, 
almost all in kind rather than in direct fi nancial aid. The United Kingdom 
and France were the third and fourth largest contributors, each donating 
amounts roughly one tenth as much as the United States. Sweden led the 
list of other European countries that provided most of the rest. In all, about 
50 nations, including some that also received aid, granted monetary or 
in-kind contributions to the fund during the 1960s.  26   

 The WMO perceived these activities as purely technical. But as Clark 
Miller has shown, they also contributed to a new politics of expertise.  27   
Recipients, particularly those engaged in building new  “ sovereign states, ”  
often understood technical assistance activities as elements of a larger 
political program. For example, by allowing Israel to provide expert advice 
to its (mostly immigrant) citizens, WMO assistance to the Israeli weather 
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service simultaneously promoted the legitimacy of the new state.  28   Such 
initiatives both spurred and grew from a new version of scientifi c inter-
nationalism, which Miller describes as  “ the idea that cooperation among 
governments in the areas of science, technology, and other forms of exper-
tise contributes in important ways to the furtherance of broader goals of 
international peace and prosperity. ”   29   

 It would be absurd to claim some kind of state-building role for the 
WMO. Yet the organization did help to construct a broad international 
community of civil servants, science and technology administrators, sci-
entists, and engineers who carried the banner of their native countries. Its 
Voluntary Assistance Program furthered the representation of weather 
expertise as a basic  and apolitical  element of the infrastructures which a 
modern sovereign state should (it implied) furnish to its citizens. Multiplied 
across many forms of scientifi c and technical expertise, this representation 
promoted the integration of expert institutions into emerging liberal states. 
Additionally, by creating channels and even requirements for an unre-
stricted fl ow of scientifi c information and data, the practice helped reduce 
the chance — much feared by early Cold Warriors — of being  “ scooped ”  in 
critical areas of science or technology by insular or secret state-sponsored 
Communist institutions. Ultimately, these and the myriad of similar inter-
governmental scientifi c and technical bodies arising after World War II 
heralded  “ a signifi cant shift of foreign policy responsibilities from 
Departments of State to other government agencies as the participation of 
experts in international institutions has become central to international 
affairs. ”   30   

 The technical assistance program also served as a major conduit for the 
WMO ’ s standardization efforts. Training and expert advisory programs 
accomplished this not only through their educational content, but also by 
building human relationships and participatory norms. WMO documents 
on training often emphasized the importance of communicating to newly 
trained meteorologists the value of their contribution to the global effort. 
Efforts were made (and also sometimes resisted) to standardize syllabi for 
WMO-sponsored training courses.  31   Equipment donated through the VAP 
also functioned to carry WMO standards, embodied in the machines, from 
donors to recipients. 

 The WMO was never a powerful organization in any ordinary sense. 
With relatively small budgets and a decentralized authority structure, it 
always remained dependent on the initiative and cooperation of national 
weather services, and in particular on rich nations with globe-spanning 
interests. Such interests converged along many fronts in the decades after 
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World War II. They derived not only from the Cold War but also from 
cooperative endeavors in air travel, transcontinental shipping, and scien-
tifi c internationalism. For these reasons, the WMO, though it lacked coer-
cive power, could secure considerable — albeit far from universal — cooperation 
and involvement. With the World Weather Watch program of the 1960s 
(discussed in chapter 9), the WMO focused its efforts on building a seam-
less, permanent, quasi-automatic global weather data network, with inputs 
from and outputs to every member nation. However, the new organiza-
tion ’ s fi rst involvement in such an effort began much earlier, during plan-
ning for the International Geophysical Year. 

 IGY: Data Sharing and Technology on the Cusp of the Computer Age 

 The technical, institutional, and political issues involved in making global 
data came together in the International Geophysical Year (IGY). During 
the  “ year ”  between July 1957 and December 1958, scientists from 67 
nations conducted global cooperative experiments to learn about world-
scale physical systems, including the atmosphere, the oceans, the iono-
sphere, and the planet ’ s magnetic fi eld and geological structure. Planning 
for the IGY took place on the cusp of several major, related transitions: 
from manual to computer methods, from surface-based to space-based 
observing systems, and from internationalism to globalism. IGY data 
handling schemes illustrate the powerful tensions between the inertia of 
the past and the pull of the future at this unique historical moment. 

 In two previous International Polar Years, 1882 – 83 and 1932 – 33, scien-
tists from many nations had collaborated to explore the polar regions. 
During the fi rst IPY, meteorological observations were taken only at the 
surface. By the time of the second IPY, the Bergen School had established 
the concept of the polar front, which governs weather at high latitudes. 
Hence meteorologists took the opportunity to explore the polar front ’ s 
characteristics above the surface, using balloons and radiosondes. They 
also attempted a global program of simultaneous weather observations. 
With data for only about half of the Earth ’ s surface area, this effort was 
only nominally successful.  32   

 The remarkable fact that shortwave radio signals can be  “ bounced off ”  
the ionosphere (a layer of ions high in the upper atmosphere) enabled 
them to travel beyond the horizon, and to serve as the basis for unreliable 
but worldwide shortwave radio and radiotelegraph transmissions. Hence 
scientists studying radio waves and the ionosphere  “ were impelled to think 
globally. ”   33   Around 1950, scientists interested in the ionosphere fl oated 
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the idea of a third International Polar Year. As they elaborated their plans, 
they began to enlist other sciences, including meteorology. 

 Offi cial planning for a third Polar Year began in 1952 under the 
International Council of Scientifi c Unions, an international non-
governmental organization. Originally founded in 1931, ICSU had reorga-
nized after World War II along new lines that included both national 
members (usually national academies of science) and international scien-
tifi c associations. The latter, by the post – World War II period, included the 
International Meteorological Association and the International Union of 
Geodesy and Geophysics, among many others. ICSU and its member orga-
nizations restricted their focus to  “ pure ”  research science. This distin-
guished ICSU from the WMO and similar intergovernmental organizations, 
which were oriented largely toward operational activities such as weather 
forecasting. However, multiply overlapping membership, along with the 
obvious need to enlist national weather services in any global study of 
meteorological phenomena, led to early involvement by the WMO in 
planning for the third Polar Year. Because so many of the interested parties 
(including many WMO members) wished to explore matters involving the 
planet as a whole, the WMO Executive Committee suggested changing the 
name from  “ Polar ”  to  “ Geophysical, ”  and the International Geophysical 
Year was born. It would include experiments and cooperative synoptic 
observations on a vast variety of geophysical phenomena, including 
geodesy, geomagnetism, oceanography, and seismology in addition to 
meteorology. 

 The IGY served signifi cant ideological purposes for both superpowers, 
which used their scientifi c collaboration to promote their technological 
prowess and their commitment to peaceful coexistence.  34   Internationalism 
may have been indigenous to science, but in the IGY it would be deployed 
to buttress American (and more broadly Western) political interests.  35   Ron 
Doel has observed that this double purpose implies a kind of cooptation, 
but in practice it operated more like the  “ mutual orientation ”  described in 
chapter 6 of this volume. Politicians would trade on scientifi c internation-
alism to legitimize a particular vision of world order; in exchange, scientists 
could better promote their own internationalist goals. Scientists ’  involve-
ment in government and governance would, in the long run, produce 
pressures to which governments would be forced to respond. 

 Geopolitics impeded IGY planning in several ways. The Soviet Union 
(not an ICSU member) had to be persuaded to join the effort by its meteo-
rological representative A. A. Solotoukhine, who was serving on the WMO ’ s 
Executive Committee.  36   Meanwhile, the People ’ s Republic of China —
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 representing, at nearly 10 million square kilometers, about a fourteenth of 
the Earth ’ s land surface — remained unrecognized by the United Nations. 
Holding only  “ observer ”  status at the WMO, its national scientifi c academy 
vied with that of the Republic of China (Taiwan) for ICSU recognition.  37   
Nevertheless, IGY planners accepted PRC participation in 1955. Though 
this violated US policy, US scientists were permitted to continue with the 
tacit approval of the Eisenhower administration.  38   Not long before the IGY 
began, however, the PRC withdrew in protest. A network of about 200 
meteorological stations it had set up for the IGY went ahead as scheduled, 
but non-Chinese who wished to see the data were required to request them 
directly from the PRC. 

 IGY planners settled quickly on an overarching purpose for the venture: 
to study Earth as a  “ single physical system. ”  Hence the IGY ’ s meteorologi-
cal component, with some 100 countries participating, focused most of its 
attention on observing the global general circulation. Three pole-to-pole 
chains of observing stations were established along the meridians 10 ° E 
(Europe and Africa), 70 °  – 80 ° W (the Americas), and 140 ° W (Japan and 
Australia). Dividing the globe roughly into thirds, these stations coordi-
nated their observations to collect data simultaneously on specially desig-
nated  “ Regular World Days ”  and  “ World Meteorological Intervals. ”  In 
addition to balloons and radiosondes, an atmospheric rocketry program 
(initially proposed by the Soviet Union) retrieved information from very 
high altitudes. Planners made an extensive effort to gather data for the 
southern hemisphere from commercial ships, as well as (for the fi rst time) 
from the Antarctic continent. In total, the IGY meteorological network 
claimed about 2100 synoptic surface stations and 650 upper-air stations —
 far more than the networks for ionospheric and magnetic studies, which 
counted only about 250 stations each.  39   The program proved so popular 
that many of its operations were extended through 1959 under the rubric 
of an  “ International Geophysical Cooperation ”  (IGC) year. 

 Plans called for depositing complete collections of the IGY and IGC 
meteorological data at three World Data Centers, one in the United States 
(WDC-A), one in the Soviet Union (WDC-B), and one (WDC-C) at WMO 
headquarters in Geneva. Each WDC would be funded by the host country.  40   
Other IGY sciences created similar but separate WDCs. 

 Data centers did not undertake to process the data, only to compile and 
distribute them. National weather services and research groups were 
responsible for reporting their portions of the IGY data to the WDCs. 
Merely collecting and compiling these data took several years. Many data 
sets did not reach the WDCs for many months after their collection; the 
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full set of IGY data was not completed until 1961. In form this resembled 
the organization of the prewar R é seau Mondial and World Weather 
Records — but the volume of data for the 18 months of the IGY alone 
dwarfed that contained in the earlier collections. 

 Planners recognized that machine methods of data processing would 
probably soon be widely adopted throughout the sciences. Therefore, in 
1955 they recommended that IGY data collections be stored in a machine-
readable format. In practical terms this meant punch cards. Magnetic tape 
and other fast electronic media were, at that time, unreliable, unstandard-
ized, and too expensive to compete with the simple, durable, decades-old 
IBM card. The WMO, however, chose not to follow this recommendation. 
Instead, it distributed IGY data on microcards, a miniature photographic 
reproduction medium similar to microfi che. Each microcard contained 
reduced copies of up to 96 standard observation forms. The decision to use 
this medium — a decision made around the time of the advent of opera-
tional numerical weather prediction — may seem to indicate a lack of fore-
sight. But the choice was ultimately based on economy and convenience.  41   
Though the wealthier weather services had occasionally exchanged decks 
of punch cards in the past, by the time of the IGY this method of sharing 
had become impractical. For example, climatologists at WDC-A, housed in 
the US National Weather Records Center at Asheville, North Carolina, used 
punch cards to record their IGY observations. The resulting deck amounted 
to some 10 million cards and weighed approximately 30 tons.  42   Sharing 
such a deck by reproducing and shipping it would have been very costly —
 and then the recipient would have to fi nd somewhere to store it. Yet the 
complete IGY data set could be reproduced on only 16,500 microcards. 
WMO ’ s WDC-C (Geneva) made this card set available for the relatively 
affordable price of about $6000. 

 Whereas most of the other World Data Centers continued to operate 
without interruption after the IGY, WDC-C for meteorology closed down 
once it completed the IGY data set in 1961, though WDC-A (Asheville) 
and WDC-B (Moscow) continued. Rather than take the opportunity to 
further promote centralized global data collection, the WMO urged each 
national weather service to publish its own data. The WMO then promised 
to catalog all the data residing in national repositories around the world. 
These immense catalogs took years to compile. The IGY data catalog 
appeared in 1962. Two fat volumes listing various other data sets available 
at many locations around the world arrived in 1965; a third — listing  “ mete-
orological data recorded on media usable by automatic data-processing 
machines ”  — did not see print until 1972.  43   
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 This strategy for acquiring and distributing data reveals two things 
about the state of meteorology as the tumultuous 1950s drew to a close. 
First, its philosophy remained internationalist rather than genuinely glo-
balist. WMO members were sovereign states; they might cooperate tempo-
rarily, but each behaved as an independent entity. Each contributed data 
from within its borders; each could purchase a copy of the global data to 
use however it saw fi t. Centralized data collection, opponents feared, might 
reduce the resources available to national services and duplicate effort.  44   
The terms of this debate mirrored an older WMO discussion about a pos-
sible International Meteorological Institute, proposed as early as 1946. 
Though studied repeatedly and recommended politely by various commit-
tees, the institute idea fi nally died. Within the political framework of that 
era, the WMO could have undertaken a facilitating role for nationally 
based research, but it could not usurp the center stage by establishing a 
world research center. Second, planners may have chosen print media for 
recording and distributing data mainly out of concern for cost and conve-
nience, but their choice also illustrated the tremendous inertia of the 
existing data infrastructure. For centuries, publishing data in the form of 
printed tables had been the stable, reliable norm. The IGY microcards 
simply miniaturized that long-established form. The WMO data catalogs 
marked the beginning of the end of the print era in meteorology. By the 
mid 1970s, electronic media such as magnetic tape and disk would largely 
replace punch cards, microcards, and printed tables as meteorology ’ s 
primary mode of data storage and exchange. 

 Thus, although the WMO ’ s founders hoped that the new organization 
might rapidly ease the data friction inherent in meteorological methods 
at the middle of the twentieth century, this did not occur. In fact, joining 
the UN system inhibited the WMO ’ s informational globalism, preventing 
some countries from gaining membership on equal terms. It involved the 
WMO in Cold War politics in ways its leaders probably did not anticipate 
and certainly did not relish. In addition, decolonization created a crisis for 
data collection as meteorological services once supported by far-fl ung colo-
nial empires fell under the precarious management of emerging nations 
much less committed to the project of infrastructural globalism. 

 Yet Cold War geopolitics and decolonization favored infrastructural 
globalism in several important ways. First, the superpowers urgently sought 
global information in numerous arenas, including weather and climate. 
Cold War intelligence-gathering efforts drove a search for ways to collect 
globalist information without relying on other countries. (See following 
section.) Second, two of the Cold War ’ s central technologies — computers 
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and satellites — would become meteorology ’ s most important tools, produc-
ing enormous synergies for meteorology ’ s rapid development. Third, decol-
onization stimulated VAP-supported efforts to spread meteorological 
capacity. Finally, international scientifi c cooperation became an arena for 
the Cold War contest for moral superiority. Meteorology ’ s image as a 
benign science made it an ideal showcase for a country ’ s willingness to 
collaborate toward a common good. 

 Indeed, the IGY as a scientifi c project can hardly be separated from its 
Cold War political milieu. Launched in October 1957, Sputnik dramatically 
called forth the tension between one-world globalism and Cold War com-
petition that haunted IGY meteorology. Sputnik shocked the American 
public and set off the  “ space race, ”  but it came as no surprise to meteorolo-
gists, who had eagerly anticipated artifi cial satellites for over a decade. IGY 
planning called for satellite experiments to be mounted by both the United 
States and the Soviet Union. Indeed, the Soviets announced the Sputnik ’ s 
success during a reception at the Soviet embassy culminating an IGY coor-
dinating committee meeting.  45   In addition to Sputnik, six other satellites 
were successfully launched during the IGY, though they returned few data 
of meteorological value. 

 The IGY marked a dramatic transition. As a concept, with its single-
physical-system framework, its emphasis on three-dimensional observing 
systems, and its satellite data initiative, the IGY ’ s global meteorology rep-
resented the cutting edge of science. IGY weather data remained the most 
precise and comprehensive set of global simultaneous observations until 
the 1979 Global Weather Experiment. As a showcase for scientifi c and 
political cooperation, the IGY went beyond the IMO ’ s voluntarist interna-
tionalism to a more permanent infrastructural globalism, creating a much-
emulated model. Yet the planned demise of WDC-C — refl ecting suspicion 
that centralized global data collection might erode the sovereign powers 
of national institutions — was a hiccup in that process. The IGY data strat-
egy looked ultimately to the past, not the future, of information technol-
ogy. In fact, the IGY observing program can be seen as the last global 
weather data network whose foundations were not shaped fundamentally 
by computer modeling and computerized data processing. 

 Nuclear Weapons Tests and Global Circulation Tracers 

 Another critical nexus between meteorology and Cold War geopolitics was 
the atmospheric testing of atomic bombs. For one thing, nuclear weapons 
developers needed accurate weather forecasts to plan atmospheric tests. 
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More important, however, was the need to predict and monitor the spread 
of nuclear fallout, the vast clouds of radioactive dust produced by nuclear 
explosions. Research on fallout produced results that proved momentous 
for studies of anthropogenic climate change. 

 Awareness that wind might carry fallout very far from the site of an 
explosion — even around the world — came slowly. Most early weapons tests 
were conducted at ground level, with relatively low-yield devices whose 
debris clouds did not penetrate the stratosphere, so most blast products 
settled to the ground relatively close to the test site. Before 1951, US 
weapons laboratories conducted only a few tests. The labs did establish a 
Fallout Prediction Unit in collaboration with the Special Projects Section 
of the US Weather Bureau, but it initially focused only on predicting fallout 
patterns within about 200 miles of the detonation.  46   

 The early 1950s saw major atmospheric nuclear testing programs begin 
in the United States and the Soviet Union, along with a smaller program 
in Australia run by the United Kingdom. By the mid 1950s, dozens of 
bombs were being detonated each year, some of them thermonuclear. 
These bombs ’  debris clouds often penetrated the stratosphere, where winds 
carried radioactive fallout around the world. In 1951, the United States 
conducted a high-altitude  “ shot ”  at the Nevada test site, the fi rst test at 
that location. Although the explosion deposited little fallout at the test 
site, 36 hours later the Kodak manufacturing plant in Rochester, New 
York — more than 2000 miles away — detected radioactive dust in its air 
fi lters. It reported this fi nding to the Atomic Energy Commission, which 
promised to inform Kodak of approaching fallout clouds in the future. The 
AEC directed its Health and Safety Laboratory (HASL) to start a monitoring 
program to detect  “ global fallout, ”  defi ned as radioactive debris injected 
into the stratosphere and widely dispersed before returning to the ground 
as particulate ash or in rain and snow.  47    

 To track this fallout, the HASL initiated a worldwide network for sam-
pling ground-level fallout deposition using gummed fi lms. The HASL 
created the network rapidly by cooperating with the US Weather Bureau 
and the military ’ s Air Weather Service, which simply added these measure-
ments to the observing programs of selected ground stations.  48   By 1962, 
the HASL ’ s precipitation-monitoring network included about 100 stations 
in the continental United States and about 100 more around the world (in 
Canada, Greenland, Antarctica, and Japan, on numerous Pacifi c islands, 
and in South America, Eurasia, Australia, and Africa). 

 By 1962 at least fi ve other programs monitoring global fallout were also 
underway. Most of them focused on the surface, hunting telltale radioac-
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tivity in precipitation, in soil, and in surface air. However, from 1956 
to 1983 the AEC ran several high-altitude monitoring programs, using 
balloons and aircraft to sample air at heights of 6 – 27 km along several 
latitudes.  49   The major efforts were based in the US, but the UK organized 
a 29-station network in 1956, and from 1961 to 1964 a World Meteorological 
Organization program monitored tritium levels in precipitation at about 
100 sites around the world. 

 In the Cold War context, the fallout-monitoring networks served two 
main purposes. One was to track and project the probable path of fallout 
from the nuclear powers ’  own tests, to reduce danger to military units and 
other populations downwind.  50   Studying the patterns would also give clues 
as to how fallout from enemy bombs might spread during a nuclear war. 
Another purpose was to detect the locations and estimate the yields of 
other countries ’  secret nuclear tests. When combined with weather data, 
fallout patterns could be used to trace fl ows back in time to an origin point, 
thus determining the approximate locations of secret test sites.  51   Without 
this ability, the United States argued, no treaty on limiting or eliminating 
nuclear weapons could be concluded with the Communist powers. 

 Tracking global fallout as it traveled through the planetary atmosphere 
amounted to following the motion of individual parcels of air, something 
never before possible. This brought unexpected benefi ts for global circula-
tion studies. Meteorologists could now trace the movement of air around 
the planet far more precisely.  52   Fallout also served as a tracer for particulate 
aerosols (dust), and the monitoring programs sampled stratospheric carbon 
dioxide and carbon 14 for the fi rst time.  53   Thus fallout monitoring pro-
duced some of the fi rst three-dimensional studies of global atmospheric 
chemistry and circulation. According to participants, the fallout-detection 
networks also  “ set a precedent for the monitoring of other air qualities on 
a global as well as local scale. ”   54   

 The issues addressed by fallout monitoring — circulation, aerosols, 
carbon dioxide, and carbon 14 — would also prove central to the study of 
anthropogenic climate change. Global circulation is, of course, the founda-
tion of modern climatology. Aerosols affect the atmosphere ’ s albedo 
(refl ectivity), so climatologists needed to understand their movement and 
life cycle in the atmosphere. Stratospheric CO 2  measurements provided the 
fi rst detailed information on the mixing of this greenhouse gas in the 
upper atmosphere. (It turned out to be very evenly mixed, with concentra-
tions similar to those at ground level. This led to the conclusion that only 
a few judiciously placed monitoring stations could reliably measure the 
global CO 2  concentration.) 
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 Carbon 14, also known as  “ radiocarbon, ”  was one of many radioactive 
isotopes produced by nuclear blasts. Before nuclear testing, all the carbon 
14 in the atmosphere had been produced naturally, at high altitudes, by 
cosmic radiation. Though not as dangerous to human health as other 
fallout constituents (e.g. strontium 90), carbon 14 holds great interest for 
science because carbon is the principal non-water constituent of all living 
things, and therefore also of fossil fuels such as coal, oil, and natural gas. 

 Tracer studies of carbon 14 in the biosphere began in the late 1940s at 
the University of Chicago ’ s Institute for Nuclear Studies — a principal site 
of atomic weapons development — under Willard Libby, who also initiated 
fallout studies and later became an AEC commissioner.  55   Libby showed 
that since the atmospheric concentration of natural carbon 14 remained 
essentially constant, its rate of radioactive decay could be used to calculate 
the age of fossils. Plants ingest carbon, including carbon 14, from the 
atmosphere; in turn, animals ingest it from plants or other animals. After 
animals die and their bodies fossilize, the carbon 14 decays at a known 
rate. Thus the older the fossil, the less carbon 14 it will contain. This prin-
ciple applies equally to fossil  fuels , which are the remains of once-living 
plants and animals. 

 By 1950, Willard Libby and Ernest Anderson had created a global 
 “ carbon inventory ”  for the oceans, the biosphere, and the atmosphere, and 
had estimated the global distribution of natural radiocarbon.  56   Visiting the 
Institute for Nuclear Studies in 1949, the nuclear physicist Hans Suess met 
Libby, learned of the radiocarbon research, and decided to pursue the same 
direction.  57   In 1953, Suess estimated the rate at which the oceans absorb 
carbon from the atmosphere.  58   Two years later, Suess published a paper 
showing that recently harvested wood contained less radiocarbon than 
wood harvested decades earlier. This meant, he hypothesized, that human-
ity had  “ diluted ”  the atmosphere ’ s natural radiocarbon by burning fossil 
fuels.  59   Suess then revisited the question of fossil fuels fi rst raised by 
Callendar and Arrhenius. How much of the carbon dioxide from fossil fuel 
combustion would remain in the atmosphere? For how long? 

 By 1955, the oceanographer and scientifi c entrepreneur Roger Revelle 
had recruited Suess to the Scripps Institution of Oceanography, where 
Suess organized a carbon 14 research laboratory. Revelle, too, had been 
infl uenced by fallout studies; he had worked on the dispersion of radioac-
tive by-products from undersea weapons tests. Revelle estimated that about 
80 percent of the carbon from fossil fuels would remain in the atmosphere, 
rather than dissolve into the oceans (as many had assumed). Writing with 
Suess, Revelle composed a paragraph calculating that the oceans could 
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absorb only about a tenth as much CO 2  as earlier calculations had indi-
cated. Therefore, at current rates of fossil fuel combustion, atmospheric 
carbon dioxide would continue to increase, making global greenhouse 
warming a real possibility. Humanity, Revelle and Suess wrote, had engaged 
in a  “ great geophysical experiment. ”   60   

 At the time, these observations spurred more curiosity than alarm. 
Revelle used his considerable infl uence to help start carbon dioxide moni-
toring programs in Antarctica and at Mauna Loa, Hawaii (far removed from 
urban pollution that might skew readings). These measurements became 
the source of perhaps the sole undisputed fact in debates about global 
warming: the steady rise in atmospheric carbon dioxide concentrations 
(  fi gure 8.3 ).  61     

 David Hart and David Victor have argued that anthropogenic climate 
change became a political issue only when, around 1965, the  “ carbon cycle 
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 Figure 8.3 
 Atmospheric carbon dioxide measurements at Mauna Loa, Hawaii, 1957 – 2009. The 

regular annual variation refl ects the northern hemisphere ’ s seasonal cycle, with 

carbon uptake during spring and summer growth followed by carbon release during 

fall and winter as plants die back or shed their leaves. 

 Courtesy of CO 2  Project, Scripps Institution of Oceanography. 
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discourse ”  combined with the scientifi cally distinct  “ atmospheric model-
ing discourse ”  to formulate a new basic research concern known as the 
 “ carbon dioxide/climate problem. ”   62   Yet as we have seen, the link between 
carbon and climate was fi rst forged in fallout studies of the 1950s. The 
connection between fallout monitoring, carbon dioxide monitoring, and 
climate-change studies remained important throughout the Cold War.  63   

 As mentioned above, carbon 14 also proved ideal as a tracer for general 
circulation studies. Unlike the heavier constituents of fallout, which (as 
the name indicates) gradually  “ fell out ”  of the air because of their weight, 
most carbon 14 became carbon dioxide and remained with its associated 
air mass. For this reason, following its path allowed meteorologists to 
determine how long it takes for gas in the stratosphere to mix with lower 
layers, and to track gas circulation from one  “ compartment ”  of the atmo-
sphere (such as the Hadley cells) to another.   Figure 8.4  shows the distribu-
tion of  “ excess ”  (i.e., bomb-produced) carbon 14 in July 1955.   

   Figure 8.4  illustrates the  “ remarkable opportunity to study stratospheric 
motions ”  provided by carbon 14 and other radioactive tracer studies.  64   
In 1955, when these data were collected, virtually all bomb carbon 14 in 
the stratosphere had been produced by the two atomic test series at the 
Marshall Islands test site (11 ° N), one in 1952 and one in 1954. Thus 
the fi gure illustrates the poleward spread of fallout, including its spread 
across the equator, as well as descent of stratospheric carbon 14 into the 
troposphere (dark lines), over a period of 1 – 3 years after the stratospheric 
 “ injections ”  of bomb radiocarbon from the Marshall Islands tests. Notably, 
observed concentrations were higher at the Texas and Minnesota latitudes 
than at the latitude of the original injections. Observations such as these 
were used to develop models of stratospheric circulation.  65   

 As weapons tests became more frequent and more powerful, public 
unease about fallout intensifi ed. In 1954, fallout from the Bravo thermo-
nuclear test at Bikini Atoll severely injured the crew of the  Lucky Dragon , 
a Japanese fi shing vessel. One crew member died. The Bravo test — given a 
go-ahead despite unfavorable weather reports indicating strong high-alti-
tude winds blowing toward inhabited areas — also exposed many other 
people to fallout, including hundreds of Marshall Islanders as well as US 
Navy observers and weathermen. Understandably, the  Lucky Dragon  inci-
dent panicked the Japanese population. The Eisenhower administration 
initially blamed the crew ’ s injuries on vaporized coral from the atoll. The 
clumsy cover-up only aroused further anger and suspicion, forcing the 
administration to admit the truth. Ultimately the United States paid Japan 
$15 million in compensation. 
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 In the latter half of the 1950s, public dread of fallout rivaled fear of 
nuclear blasts themselves. In 1957, American scientists initiated a petition 
to the United Nations opposing atmospheric testing. More than 9000 sci-
entists worldwide eventually signed. Fallout shelters became a centerpiece 
of civil defense strategies; private homeowners built shelters in basements 
and backyards. Fallout became a trope not only in science fi ction but 
also in mainstream novels and fi lms. Neville Shute ’ s novel  On the Beach  
(1957, fi lm version 1959) portrayed Australians waiting to die as fallout 
clouds enveloped the world after a nuclear war. The fi ctional Soviet 
 “ doomsday device ”  in Stanley Kubrick ’ s 1964 fi lm  Dr. Strangelove  contained 

 Figure 8.4 
 Original legend:  “ Cross section of the atmosphere showing the mean excess radio-

carbon distribution as of 1 July 1955. Concentrations in 10 5  atoms per gram of air 

are indicated near points identifying the altitude. Numbers in parentheses show the 

number of samples from which the mean concentration was computed. Thin lines 

are isolines of carbon 14; heavy lines indicate the position of the tropopause. ”  Data 

are from samples taken by balloons sent up from Minneapolis; San Angelo, Texas; 

the Panama Canal Zone (on the same latitude as the Marshall Islands nuclear test 

site); and S ã o Paolo, Brazil.  

  Source : F. Hagemann et al.,  “ Stratospheric Carbon-14, Carbon Dioxide, and Tritium, ”  

 Science  130, no. 3375 (1959), 550. Reprinted with permission from AAAS. 
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a thermonuclear weapon coated with  “ cobalt thorium G ” ; if detonated, 
the doomsday device would produce  “ a lethal cloud of radioactivity which 
will encircle the earth for ninety-three years. . . . Within ten months, the 
surface of the earth will be as dead as the moon. ”  

 Such fears extended to weather and climatic effects. Rumors spread 
widely that atomic tests had altered weather downwind of the test sites.  66   
The relatively open publication of American fallout studies played a big 
part in arousing public concern.  67   In 1955 the US House of Representatives 
held initial hearings on the health, safety, and weather effects of fallout, 
calling John von Neumann, Weather Bureau research director Harry 
Wexler, and AEC HASL director Merril Eisenbud as witnesses.  68   More exten-
sive hearings took place in 1957 and 1959.  69   

 Americans were hardly the only people terrifi ed of fallout. In 1958, after 
the Soviet Union declared a moratorium on nuclear testing, experts met 
in Geneva to debate the feasibility of a total ban on nuclear tests. The main 
issues all revolved around monitoring. Could a technical infrastructure be 
built that would be capable of detecting any nuclear test, anywhere in the 
world, from abroad? Even if such an infrastructure could be constructed, 
would governments trust it enough to support a test ban? Could technical 
systems be combined with social mechanisms, such as on-site inspections, 
to render monitoring acceptably trustworthy? The conference of experts 
reported that such an infrastructure could indeed be built, by combining 
the fallout-monitoring systems discussed above with seismic, undersea 
acoustic, and electromagnetic monitoring, all to be followed up by on-site 
inspections in case of uncertainty.  70   

 Thus nuclear weapons tests spawned multiple infrastructural-globalist 
projects, connecting cutting-edge geophysics to planetary governance.  71   
The fallout-monitoring network was the fi rst successful effort in this direc-
tion: the nuclear powers deemed it suffi ciently trustworthy to support the 
Limited Test Ban Treaty, signed in 1963. The network directly generated 
new knowledge about the global circulation — knowledge that was needed 
to understand how fallout might spread. Fallout itself made tracing the 
circulation possible. 

 Whether seismic monitoring could detect underground tests with equal 
sensitivity remained intensely controversial in the 1950s. In the end, the 
push for a comprehensive nuclear test ban foundered on that issue. Neither 
political proponents of a ban nor technical experts succeeded in making 
the case that remote sensing could reliably detect underground nuclear 
tests. Only after the Cold War ’ s end, following decades of improvement 
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in the global seismic monitoring network, did a Comprehensive Test Ban 
Treaty again reach the negotiating table. 

 The Technopolitics of Altitude 

 For many decades, virtually all data about the atmosphere came from ships 
and ground stations — points on a two-dimensional surface. But by the late 
1930s, many forecast services used upper-air data routinely. Meteorologists 
now sampled the entire three-dimensional volume of the atmosphere. (See 
chapter 5.) In the 1950s, when three-dimensional NWP models arrived, 
upper-air data became vital to the entire meteorological enterprise. One 
could not run a three-dimensional model without data for the third dimen-
sion. Climate GCMs needed no data to generate a simulated circulation, 
but their results could not be checked against reality without statistical 
data on the real circulation at altitude. 

 Exactly how much upper-air data would NWP models and climate 
GCMs require? How many levels should be sampled, and which ones? 
With what instruments? How often? Who would collect and transmit these 
data, and how? Who would pay, and who would benefi t? These questions 
involved meteorologists in what I call the  “ technopolitics of altitude ” : 
concerns and struggles over sovereignty, capabilities, rights, responsibili-
ties, and powers in the upper atmosphere and outer space. 

 Engaging in technopolitics means designing or using technology stra-
tegically to achieve political goals.  72   Symmetrically, it also means using 
political power strategically to achieve technical or scientifi c aims. 
Technopolitics typically involves forming alliances among otherwise dis-
tinct actors and communities and aligning their interests.  73   This clearly 
describes meteorology ’ s situation in the 1950s. To achieve their goal of a 
global upper-air observing system, meteorologists allied with American 
military agencies and aligned their interests with those agencies ’  Cold War 
goal of global strategic surveillance. Cold War politics also sometimes 
inhibited upper-air network development, as when the PRC withheld most 
data from the international synoptic network in the years 1949 – 1956 and 
again in 1963 – 1980. 

   Figure 8.5  shows the distribution of upper-air observations available to 
the Joint Numerical Weather Prediction Unit from northern hemisphere 
radiosonde stations in 1960. Other stations (not shown on the map) gener-
ated a limited amount of additional upper-air data from pilot balloons and 
aircraft reconnaissance fl ights.   
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 Figure 8.5 
 Northern hemisphere radiosonde stations as received by the JNWP Unit twice daily, 

circa 1960. Note the small number of stations at lower latitudes (toward the edges 

of the diagram) and over the oceans.  

  Source : N. A. Phillips,  “ Numerical Weather Prediction, ”  in  Advances in Computers , ed. 

F. L. Alt (Academic Press, 1960), 48. 
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 Upper-air data networks were considerably more expensive and techni-
cally complex than the relatively cheap and simple ground stations. 
Weather reconnaissance aircraft had to fl y on a daily basis. Pilot balloons, 
rawinsondes, and radiosondes are  “ throw-away ”  devices that require fre-
quent replacement.  74   (The balloons eventually burst at high altitude.) 
Reading their transmissions required radio and radar tracking stations. 
Early radiosonde data had to be interpreted by skilled human operators. A 
single radiosonde cost roughly $50 in 1960 (the equivalent of about $300 
today). Each station typically launched two new radiosondes a day, one at 
00 and one at 12 GMT. US stations alone sent up about 120,000 radio-
sondes a year.  75   

 By 1963, after more than ten years of WMO effort and after the IGY, 
the global synoptic surface network still reported only about three-fourths 
of the data requested by the WMO Commission for Synoptic Meteorology. 
The upper-air network generated less than two-thirds of the requested 
observations. Data  “ requested ”  by the WMO represented a realistic assess-
ment of potential contributions, rather than an ideal network;   tables 8.1  
and   8.2  provide details. The world ’ s weather network for synoptic forecast-
ing comprised roughly 3000 surface stations. The upper-air network, 
however, comprised only about 500 stations, almost all of them in the 
northern hemisphere above 30 ° N.  76   Particularly noteworthy is the striking 
discrepancy between the European, North American, and South Pacifi c 

  Table 8.1 
 Percentage of surface stations reporting at synoptic observing hours in 1963   

 Regional 

association 

 Number of 

stations 

requested 

 Percentage of surface observations 

implemented at each synoptic hour (GMT) 

 00  03  06  09  12  15  18  21 

 I. Africa  694  34  63  84  72  84  71  62  24 

 II. Asia  963  92  86  93  74  95  71  89  73 

 III. South America  543  74  26  23  23  84  64  84  37 

 IV. North and 
Central America 

 469  92  67  75  65  92  70  92  69 

 V. South-West 
Pacifi c 

 286  97  96  98  88  79  55  75  85 

 VI. Europe  831  97  97  99  99  99  99  99  95 

 Whole world  3786  81  73  79  70  88  67  83  64 

 Source :  “ The Challenge of the World Network Problem. ” 
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upper-air networks and the rest, with Africa and South America the regions 
of poorest performance.     

 In 1960 the average distance between upper-air stations on land was 
about 500 km, but over the oceans and Africa the average spacing was 
nearly 2000 km. According to Norman Phillips,  “ if we assume that at least 
four observation points are necessary to fi x the position and amplitude of 
any wavelike fl ow pattern, the existing observational network will allow 
us to seriously consider the forecasting of wavelengths as short as 2000 km 
over the continental areas, but we will not be able to say much over the 
oceanic areas about wavelengths shorter than 8000 km. ”   77   In other words, 
the existing upper-air data network could resolve only extremely large-
scale phenomena, such as the planetary-scale Rossby waves. 

 The WMO ’ s Commission for Synoptic Meteorology came to grips with 
this problem immediately, establishing a Working Group on Networks at 
its fi rst meeting in 1953. Accepting that building an ideally distributed 
network was not a realistic option, the group soon shifted its attention to 
the technical question of how much upper-air data was enough. Perhaps 
some way could be found to dispense with reporting from some places. As 
we will see in chapter 10, objective analysis techniques developed for NWP 

  Table 8.2 
 Percentage of upper-air reports at synoptic observing hours in 1963.    

 Regional 

association 

 Number of 

stations 

requested 

 Percentage of upper-air observations 

implemented at each synoptic hour (GMT) 

 Pilot balloon 

 Radio 

sonde 

 Radio-

wind 

 00  06  12  18  00  12  00  12 

 I. Africa  124  26  28  27  12 

 II. Asia  247  38  63  77  73  62  60 

 III. South America  47  36  16  64  37  28  49  28  38 

 IV. North and 
Central America 

 144  77  77  77  83  90  88  90  88 

 V. South-West 
Pacifi c 

 72  94  90  74  70  74  81  68  69 

 VI. Europe  141  76  72  91  95  87  90 

 Whole world  775  69  63  75  65  64  69  60  62 

 Source :  “ The Challenge of the World Network Problem. ”  Empty cells represent a 

complete absence of reports.

-
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would soon provide, for the fi rst time, a quantitative picture of the payoff 
to be expected from increasing the density of the observing network. 

 Philip Thompson (a member of the Working Group on Networks) wrote 
in 1963 that the most fundamental issue was not technical but economic. 
In principle, evenly spaced global observations would benefi t all countries 
by increasing forecast accuracy. But developing countries, comparing this 
diffuse benefi t to the cost of operating upper-air stations, might (under-
standably) opt out. In any case, national weather services would naturally 
concentrate their attention on activities within their borders. Only rich 
countries with political as well as scientifi c stakes in global coverage would 
see good reasons to support the global upper-air network. 

 Thompson ’ s economic analysis might have been better framed in terms 
of political economy: only a clear  national  interest in  global  weather obser-
vation might motivate most countries to spend scarce resources on the 
world network. For example, American, Soviet, British, and French military 
forces operated weather stations outside their national borders in support 
of potential military operations around the world. Few other countries 
needed global data for such purposes. 

 The advent of Earth-orbiting satellites transformed the technopolitics 
of altitude. Partial photographs of Earth ’ s disk, returned from rockets as 
early as 1954 (  fi gure 8.6 ), excited hopes that satellite images might produce 
dramatic improvements in forecasting. Now meteorologists could literally 
 see  large-scale weather systems, instead of laboring to construct maps and 
mental images from instrument readings alone. But whereas the ground-
based upper-air network required well-distributed surface stations (and 
hence international cooperation), a single satellite — operated by a single 
national owner — could view large portions of the Earth. One satellite in a 
polar orbit could overfl y the entire planet in a matter of hours. This might 
allow the satellites ’  owners to reduce their dependency on the ground-
based network, if not to ignore it entirely.   

 Military intelligence agencies looked forward to the satellite era with 
equal impatience, but for a different reason. For them, satellites promised 
direct global surveillance. Western intelligence agencies had had great 
diffi culty penetrating the closed Soviet society with human agents. 
Meanwhile, the Soviet propaganda machine churned out convincing 
images of rapidly advancing high-tech armed forces. From 1956 on, 
American knowledge of Soviet military capabilities came largely from 
secret reconnaissance fl ights by high-altitude U-2 spy planes. Such fl ights 
violated sovereign rights to national airspace, reserved under the 1922 
Convention on the Regulation of Aerial Navigation. Satellites offered a 
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bulletproof alternative to spy planes, more diffi cult to detect and (at the 
time) invulnerable to attack. 

 Here the interests of meteorologists and military intelligence converged. 
The earliest proposals for military intelligence satellites, in RAND 
Corporation studies of the late 1940s and the early 1950s, already noted 
the tight link between satellite reconnaissance and weather forecasting. For 
intelligence, photographs from space would have to be taken on days when 
there was little or no cloud cover. Early satellite reconnaissance concepts 
involved fi lm cameras. Wasting precious fi lm on cloudy skies would be 
crazy, but this could be avoided by using satellites also to  detect  clear-sky 
conditions. As a result, both American and Soviet leaders adopted the 
benign-sounding goal of weather prediction as a cover for military activi-
ties. The Explorer VII satellite, launched by the US in 1959, carried both 
the fi rst meteorological instruments for measuring radiation balance and 
the fi rst camera from which fi lm was successfully recovered for the secret 
CORONA spy program (John Cloud, personal communication, 2004). 

 Figure 8.6 
 Photograph taken from a US Navy Aerobee rocket, 1954. A tropical cyclone centered 

near Del Rio, Texas, is visible at upper left. 

 Image courtesy of NOAA. 
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When Lockheed defeated RCA in a 1956 Air Force competition for a recon-
naissance satellite, RCA salvaged its planning efforts by proposing a satel-
lite-based television weather reconnaissance system to the US Army.  78   
Plans for this system, initially designated Janus, evolved as launch vehicles ’  
throw weights increased. Eventually the program — renamed Television 
Infrared Observation Satellite (TIROS) — was transferred to the fl edgling 
National Aeronautics and Space Administration.  79   On April 1, 1960, the 
new space agency launched TIROS-I, equipped with television cameras for 
photographing cloud cover. TIROS-I made headlines nine days later when 
it photographed a South Pacifi c cyclone well before instruments detected 
the storm. Meteorologists rejoiced, though by then their awareness of satel-
lites ’  potential was already old. 

 In May 1960, a Soviet antiaircraft missile brought down a U-2 fl ying 
over Sverdlovsk. The Eisenhower administration assumed that the pilot, 
Francis Gary Powers, had been killed, so it denied the Soviets ’  accusations 
of spying. Instead, the administration claimed the U-2 had been conduct-
ing  “ weather research ”  for NASA. To back up the story, offi cials surrepti-
tiously doctored another U-2 with NASA insignia (  fi gure 8.7 ) and presented 
it to the press at Edwards Air Force Base.  80   The hastily devised cover story 
contained a grain of truth: Powers ’ s U-2 nominally belonged to a weather 

 Figure 8.7 
 A U-2 spy plane with ersatz NASA insignia on its tail fi n, May 6, 1960. 

 Image courtesy of NASA. 
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reconnaissance squadron of the US Air Force Air Weather Service, and it 
carried meteorological instruments whose data were supposed to be shared 
with NASA.  81   After the US denial, the USSR produced Powers alive, tried 
him as a spy, and imprisoned him for nearly two years before releasing 
him in trade for a spy of their own.   

 The Powers episode dramatically heightened tensions between the 
superpowers. U-2 spy fl ights continued, but their days were clearly num-
bered. With high-resolution cameras, US intelligence agencies believed, 
satellites in low orbits might make up for the loss of the U-2 photos. By 
August 1960, the CIA ’ s top-secret Corona spy satellite program had begun 
successful photo reconnaissance.  82   

 But the U-2 incident underscored the potentially grave implications of 
violating another country ’ s airspace. Did satellites also violate the sover-
eignty of nations they overfl ew? International law did not specify an upper 
limit to national airspace. Perhaps there  was  no limit. Yet the Soviets, 
having launched the world ’ s fi rst satellite themselves, could hardly argue 
that overfl ight  per se  was illegal.  83   Instead, they used the U-2 incident to 
emphasize the illegality of espionage, no matter how or from where it was 
conducted. On this basis the Soviet Union argued that, no matter what its 
nominal purpose, photography from space — including weather photo-
graphy such as that provided by TIROS — was illegal. 

 The Eisenhower administration scrambled to preempt an effective legal 
challenge to satellite overfl ight, but escalating Cold War tensions rendered 
this goal simultaneously more important and more diffi cult to achieve. 
During the 1960 presidential campaign, John F. Kennedy ran on an alarm-
ist platform, arguing for a major expansion of the US nuclear arsenal to 
defend against the putative Soviet threat. Yet well before Kennedy was 
inaugurated in 1961, Corona satellite reconnaissance had already falsifi ed 
previous intelligence reports that the Soviet Union possessed as many as 
100 ICBMs. The Corona photos showed no ICBMs at all. Kennedy could 
not risk revealing this intelligence, since that would involve revealing its 
source, undermining the negotiations on legalizing satellite overfl ight. Nor 
could he back down from his campaign promises. So he initiated a major 
nuclear buildup, even as he proposed cooperation with the USSR in outer 
space.  84   As president, Kennedy ’ s fi rst major encounter with the Communist 
world was the disastrous Bay of Pigs invasion of Cuba in April 1961. Days 
later, Soviet cosmonaut Yuri Gagarin became the fi rst man in space, an 
event widely reported as the Soviet Union ’ s having  “ won the space race. ”  
In June, Kennedy ’ s fi rst summit meeting with Soviet Premier Nikita 
Khrushchev did not go well. In August, the Soviet Union closed off Western 
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access to West Berlin. Kennedy responded by calling up 250,000 military 
reservists. 

 The best-known political event in the history of meteorology happened 
in the midst of this crisis, and in response to it. On September 25, 1961, 
speaking before the UN ’ s General Assembly, Kennedy presented a series of 
arms-control proposals. He then proclaimed: 

 . . . we shall urge proposals extending the UN Charter to the limits of man ’ s explora-

tion in the universe, reserving outer space for peaceful use, prohibiting weapons of 

mass destruction in space or on celestial bodies, and opening the mysteries and 

benefi ts of space to every nation.  We shall propose further cooperative efforts between 

all nations in weather prediction and eventually in weather control . We shall propose, 

fi nally, a global system of communication satellites linking the whole world in 

telegraph, telephone, radio and television. The day need not be far distant when 

such a system will televise the proceedings of this body in every corner of the world 

for the benefi t of peace.  85   

 These proposals constituted a comprehensive technopolitics of altitude. 
Kennedy articulated an infrastructural globalism that joined technical 
systems to political agreements on the atmosphere and outer space. While 
sending a conciliatory message to the USSR, Kennedy ’ s proposals simulta-
neously seized a leadership position for the United States. They implied 
the project of a satellite-based global weather observing system. They 
sought to involve countries that had no direct stakes in the space race, 
creating a potentially worldwide audience for American broadcasting while 
promising to spread communication technologies with important com-
mercial potential. Finally, they laid out a course of action that, if followed, 
would render satellite overfl ight of other nations not only legal but essen-
tial to a worldwide communications infrastructure. 

 As Walter McDougall has shown, Kennedy (like Eisenhower before him) 
fully understood that a world reaping daily benefi ts from weather and 
telecommunications satellites might dismiss objections against satellite 
photography of airbases and missile silos.  86   Much as John von Neumann 
had used NWP to promote digital computing in the 1940s, Kennedy 
exploited weather satellites to justify massive military and civilian space 
programs. As assistant Secretary of State Harlan Cleveland recalled it, 

 . . . we can ’ t even clean up our urban slums, the editorial writers were writing, 

and this guy wants to go to the Moon! If President Kennedy could, at the UN, 

hang up a new vision of a space-based system that would move us from chancy 

three-day weather forecasts to more dependable predictions fi ve days ahead, he 

could dramatize the prospect that the exciting but expensive US space program 

would benefi t every farmer, every businessman, every picnicker, every citizen who 
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needs to guess, with the help of the atmospheric sciences, what the weather is going 

to do next.  87   

 As it turned out, the dual purposes of the satellite programs served both 
scientists and politicians. The American and Soviet space programs con-
tinued on their dual course, with large secret military programs looming 
quietly behind the peaceful public space race. In the long run, this mat-
tered a great deal: the relatively reliable, independent intelligence returned 
by spy satellites helped to keep nervous fi ngers off the nuclear trigger in 
the Cold War ’ s fi nal decades. 

 Global Data Infrastructures as Cold War Strategy 

 The international cooperation Kennedy proposed concealed a military 
agenda, but it was not just a cover story. Kennedy and his successors made 
good on that promise in many areas, ranging from meteorology to the 
Peace Corps to the International Cooperation Year proclaimed by President 
Johnson in 1965. The cooperation was real, yet it also served as a Cold 
War strategy. As a contest between ideologies and social systems, the Cold 
War demanded that nations prove their commitments to peace, scientifi c 
progress, and improvement of everyday life. Meteorologists and other 
geophysicists, whether or not they were always aware of the uses to which 
their ambitions would be put by politicians, had their own globalist goals. 
Internationalism was a very old element of many sciences, and the sensi-
tivity to international relations promoted by the Cold War spurred a trend 
toward even greater collaboration across borders. Sometimes, as in the case 
of the physicist-led  “ One World ”  movement against nuclear weapons, 
political goals were overt.  88   More often, those goals remained in the back-
ground; as they saw it, scientists simply wanted to continue their tradi-
tional internationalism and openness. 

 By mid 1961, a large number of interconnected institutions and indi-
viduals within the meteorological community had converged on a set of 
common goals. Three years earlier, the WMO had established a Panel of 
Experts on Artifi cial Satellites, with representatives from the United States, 
the Soviet Union, the United Kingdom, and Australia. At panel meetings, 
US Weather Bureau chief Harry Wexler had developed the idea of a global 
observing system he named the  “ World Weather Watch. ”   89   The panel 
reported its conclusions to the WMO in mid 1961. At almost the same 
time, a US National Academy of Sciences panel also began promoting the 
World Weather Watch idea, as well as international programs for research, 
operational weather forecasting, and telecommunications.  90   Meanwhile, 
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NASA had launched three TIROS satellites, demonstrating the readiness of 
technical systems. 

 Kennedy ’ s UN address suddenly and (by all accounts) rather unexpect-
edly joined these parallel streams. The speech came in September,  before  
the NAS report was offi cially briefed (in October) to Kennedy ’ s Science 
Advisory Committee, though probably not before its conclusions had 
reached the ears of his science advisor, Jerome Wiesner. After the speech, 
Kennedy ’ s national security adviser, McGeorge Bundy, directed the 
Secretary of State and numerous relevant US government agencies to 
pursue the stated objectives vigorously.  91   

 By the end of 1961, the UN General Assembly pressed further. It directed 
member states and the WMO to pursue  “ early and comprehensive study, 
in the light of developments in outer space, of measures: (a) To advance 
the state of atmospheric science and technology so as to provide greater 
knowledge of basic physical forces affecting climate and the possibility 
of large-scale weather modifi cation; (b) To develop existing weather-
forecasting capabilities and to help Members make effective use of such 
capabilities through regional meteorological centers. ”   92   The resolution 
directed the WMO, in consultation with the International Council of 
Scientifi c Unions and other relevant bodies, to prepare an organizational 
plan and fi nancial recommendations for this effort by June 1962. Within 
a few months, Kennedy and Khrushchev had agreed on the value of global 
satellite meteorology and the principle of cooperation. On March 7, 1962, 
Kennedy wrote to Khrushchev: 

 Perhaps we could render no greater service to mankind through our space programs 

than by the joint establishment of an early operational weather satellite system. 

Such a system would be designed to provide global weather data for prompt use by 

any nation. To initiate this service, I propose that the United States and the Soviet 

Union each launch a satellite to photograph cloud cover and provide other agreed 

meteorological services for all nations. The two satellites would be placed in near-

polar orbits in planes approximately perpendicular to each other, thus providing 

regular coverage of all areas. 

 Khrushchev replied two weeks later: 

 It is diffi cult to overestimate the benefi t which could be brought to mankind by 

organizing a world weather observation service with the aid of artifi cial earth satel-

lites. Precise and timely weather forecasts will be another important step along the 

way to man ’ s conquering of nature, will help him still more successfully cope with 

natural calamities and open up new prospects for improving the well-being of 

mankind. Let us cooperate in this fi eld, too.  93   
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 A more defi nitive instance of the technopolitics of altitude can hardly be 
imagined. 

 The WMO working group seized the momentum of these collaborative 
overtures to put forward a dramatic and ambitious plan, building on pro-
posals already outlined by the Panel on Artifi cial Satellites and the US 
National Academy of Sciences. The Soviet satellite expert V. A. Bugaev, US 
Weather Bureau chief Harry Wexler, and a few others met in Geneva to 
prepare the plan in consultation with a number of other bodies, including 
ICSU, the International Telecommunications Union, the International 
Atomic Energy Agency, the International Civil Aviation Organization, and 
the United Nations Educational, Scientifi c, and Cultural Organization. In 
June 1962 — exactly on schedule — the WMO group produced its  First Report 
on the Advancement of Atmospheric Sciences and their Application in the Light 
of Developments in Outer Space .  94   

 Events soon to intervene would disturb the hopeful atmosphere of these 
proposals. Within a few months, the Cold War would reach its hottest 
point with the Cuban missile crisis. The  “ space race ”  consumed the atten-
tion of both nations, overshadowing work on weather and communica-
tions satellites. In the end, Kennedy ’ s proposal for a cooperative two-satellite 
observing system fell by the wayside; instead, the US and the USSR each 
launched their own separate series of polar-orbiting weather satellites. 

 Yet infrastructural globalism remained an effective and important strat-
egy for reducing Cold War tensions, binding the superpowers through 
common projects, involving their allies, and generating both rhetorics and 
realities of global data collection. Work toward a global cooperative weather 
observing system continued, paving the way for the World Weather Watch. 

   Box 8.1 
 The Limited Test Ban Treaty as Infrastructural Globalism 

 A profoundly important example of infrastructural globalism in action was 

the limited nuclear test ban treaty (LTB), concluded in 1963 by the United 

States, the United Kingdom, and the Soviet Union and later ratifi ed by 110 

other countries. The LTB envisaged two major goals: slowing the arms race 

and eliminating environmental contamination by nuclear fallout. Parties to 

the treaty,  “ desiring to put an end to the contamination of man ’ s environ-

ment by radioactive substances, ”  agreed not to test nuclear weapons in the 

atmosphere, in outer space, underwater, or in  “ any other environment if such 

explosion causes radioactive debris to be present outside the territorial limits 

of the State under whose jurisdiction or control such explosion is conducted. ”  
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Box 8.1
(continued)

As in the case of the WMO Convention, the language genufl ected to a 

Westphalian conception of national sovereignty: anything states did within 

their own territories remained entirely outside the treaty ’ s jurisdiction. 

 At the same time, though, the LTB directly acknowledged that activities 

conducted within one state might affect not only that state ’ s neighbors but 

all nations everywhere. In his radio and television address after the conclu-

sion of the accord, an elated President Kennedy announced that the treaty 

was  “ a step toward freeing the world from the fears and dangers of radioactive 

fallout. . . . These tests befoul the air of all men and all nations, the commit-

ted and the uncommitted alike, without their knowledge and without their 

consent. That is why the continuation of atmospheric testing causes so many 

countries to regard all nuclear powers as equally evil. . . . A ban on nuclear 

tests . . . requires on-the-spot inspection only for underground tests.  This 

Nation now possesses a variety of techniques to detect the nuclear tests of other 

nations which are conducted in the air or under water, for such tests produce unmis-

takable signs which our modern instruments can pick up.  ”   a   

 The LTB may thus be seen not only as the fi rst global environmental 

treaty, but also as the fi rst to recognize the atmosphere as a circulating global 

commons that could be directly affected on the planetary scale by human 

activities. At the same time, the LTB was the fi rst treaty to circumvent issues 

of sovereign territory by means of a global technical monitoring network, 

exploiting the natural circulation of the atmosphere to detect evidence of 

events inside national borders. Implicitly, the United States committed itself 

to maintaining the fallout network in perpetuity. Thus the global fallout-

monitoring network — built largely on the back of the global weather data 

network — became a basic infrastructure of the Cold War. 

 This was only one of many examples of the powerful boost Cold War 

infrastructural globalism imparted to the rise of global climatology and 

climate politics. Without fallout monitoring, concerns about carbon dioxide 

and climate change probably would have taken much longer to emerge. 

Without the tracers created by nuclear testing, we would know much less 

than we do about the stratospheric circulation. Without them we would also 

know much less about the carbon cycle and its ability to absorb excess carbon 

from fossil fuels. Even the simple yet critical project of monitoring atmo-

spheric carbon dioxide might not have begun until much later. 

 a.    “ Radio and Television Address to the American People on the Nuclear Test Ban 

Treaty, ”  John F. Kennedy Library and Museum.   



 
 
 
 
 
 
 
 

 

 



 9     The First WWW 

 Ruskin dreamed of a  “ perfect system of methodical and simultaneous 
observations. ”  Richardson imagined a  “ forecast-factory. ”  Those were 
visions of a centrally planned, perfectly uniform observing and forecasting 
system whose every part and every person works according to a single set 
of standards and techniques. For the myriad of reasons discussed in earlier 
chapters, to build such a system in the real world you would need godlike 
authority and unlimited resources, and even then you would probably fail. 
Instead, infrastructural globalism succeeded in meteorology because it 
adopted a particular development strategy — a strategy partly inherited, 
partly chosen, and partly forced upon it by circumstance. Let us call it the 
 internetwork strategy .  1   

 Centrally planned systems rarely  “ scale ”  well. Instead, real-world infra-
structures always build on an installed base. They create standards and 
gateways to connect existing systems and networks into something larger 
and more powerful. The goal cannot be absolute compliance or technical 
perfection, because you will never get that. Instead you seek  “ rough con-
sensus and running code, ”  to quote the battle cry of Internet architects.  2   
If you are lucky, you may get something like the Internet, the telephone 
network, or the electric power grid: a network of networks that behaves, 
at least for many relevant purposes,  as if  it were a single unifi ed system. 
An internetwork gives you reliability and redundancy, checks and bal-
ances. It permits some parts to fail without affecting the performance of 
the whole. It also gives you tensions: friction among the many connected 
systems; a parliament of instruments, individuals, and institutions, all with 
their potentials for disagreement, resistance, and revolt. 

 The World Weather Watch linked existing national weather networks 
with new, international oceanic and space-based observing systems, data 
processing, and communications networks. Commonplace today, the 
internetwork strategy was just emerging in the 1960s. As we will see, the 
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planners of the World Weather Watch confronted all the issues later faced 
by the designers of the Internet — not to mention that other WWW, the 
World Wide Web. These included, in addition to the technical problems 
of internetworking, such political issues as how to balance national sover-
eignty rights against supranational standards and how to integrate emerg-
ing nations in a system dominated by the developed nations and two 
superpowers. 

 The World Weather Watch became, and still remains, the World 
Meteorological Organization ’ s most central activity. At the end of the 
1970s, the Global Weather Experiment — the fi rst full-scale test of all 
World Weather Watch systems together — was the largest scientifi c experi-
ment ever conducted. In 1997 the US National Academy of Sciences called 
the World Weather Watch the world ’ s  “ most formally organized inter-
national global observation, communication, processing, and archiving 
system. ”   3   

 World Weather Watch Design as Technopolitics 

 Most accounts of the World Weather Watch portray it as technology 
driven. For example, a WMO Senior Scientifi c Offi cer wrote:  “ At least ini-
tially, the space-based global observing system was the result of technology 
push. Remote sensing and satellite meteorology were the genesis of the 
WWW. ”   4   And indeed,  “ technology push ”  does explain a great deal about 
the development of the World Weather Watch. 

 Satellites differed from all other instrument platforms. First, instead of 
sampling the atmosphere through direct contact at discrete points, as most 
instruments do, satellites observed large areas and atmospheric volumes. 
Satellite radiometers measured the cumulative radiance of the entire atmo-
spheric column beneath them. Second, satellites could scan the entire 
Earth with a single instrument. This was a potentially great advantage over 
the existing system, with its spotty spatial distribution, its data voids, and 
its hundreds of thousands of instruments, whose intercalibration could 
never be perfect. It also meshed neatly with the emerging needs of NWP 
computer models for fully global data. Further, satellites might also serve 
as communication links. Planners expected that they might pick up trans-
missions from ships at sea, automated stations, drifting buoys, or sondes 
circulating over remote areas, then relay those signals to central data-
collection stations. For this reason, the  First Report on the Advancement of 
Atmospheric Sciences and their Application in the Light of Developments in Outer 
Space  proposed reserving separate, interference-free radio frequencies for 
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data communication between satellites and surface stations. From the 
outside, this and many other elements of the  First Report  — essentially the 
manifesto of the World Weather Watch — certainly appeared  “ driven ”  by 
new technology. 

 Yet the context I described in chapter 8 demonstrates that  “ technology 
push ”  tells only part of the story. In the geopolitical arena, satellites gener-
ated a complex mixture of excitement about their potential and trepida-
tion about their consequences for Cold War international relations. 
Without this anxiety-inducing ambiguity, President Kennedy and the UN 
General Assembly might never have paid much attention to meteorology. 
Rhetorics of revolutionary technology in the service of peace and  “ the 
betterment of mankind ”  helped counter fears of technology as the runaway 
juggernaut of apocalypse. 

 From meteorologists ’  point of view, however, the World Weather Watch 
represented merely the next steps down a path of infrastructural integra-
tion fi rst laid out decades earlier. It brought large new symbolic and fi nan-
cial commitments, as well as public visibility. Yet as a concrete scheme it 
presented little novelty. Indeed, the WMO and its member states were 
already implementing many of the  First Report ’ s  recommendations at the 
time of its release. Within the WMO, the WWW was regarded not as a 
revolutionary step, but simply as the execution of a long-established 
agenda. 

  “ Technology push ”  spurred the WWW ’ s start, but a technopolitical 
strategy of infrastructural globalism governed its design. The project 
enrolled scientists and weather forecasters in the competitive goals of the 
superpowers while simultaneously enrolling the superpowers and the 
United Nations in scientifi c cooperation. Cold War politico-military com-
petition spurred the United States, Europe, and the Soviet Union to under-
write most of the system ’ s costs and technical burdens. Meanwhile, WMO 
coordination and support became increasingly crucial, as decolonization 
created a more complex world, no longer managed by a handful of impe-
rial powers whose far-fl ung administrative apparatuses might once have 
facilitated system integration. 

 Only a few countries possessed the fi nancial means and technical 
capability to launch and operate their own satellites, and in 1962, as the 
WWW moved from conception to concrete planning, only the United 
States and the Soviet Union had actually done so. Satellites ’  cost and 
complexity — as well as the political sensitivity of a technology so tightly 
linked to military intelligence and ballistic missiles — made it virtually 
inevitable that they would be centrally controlled and their data managed 
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by national owners. This situation threatened the relative parity and inde-
pendence of national weather services in the existing system. If a small 
number of countries owned the only genuinely global instruments, how 
might they alter the time-honored principle of data sharing? What would 
become of the prerogatives of national weather services in a centralized 
system? These were as much questions of sovereignty and power as ques-
tions of technology and system organization. Furthermore, in the Cold 
War context no activity in space could proceed without consideration of 
appearances and strategic implications. In these circumstances, the WMO 
served as a neutral, legitimizing institution for the project of a global 
weather infrastructure. 

 Hierarchy: Planning for Information Overload 

 The  First Report  presented a crystalline vision of satellite-based NWP as the 
inevitable future of meteorology. Satellites would be particularly important 
for global numerical models because  “ for this type of prediction any infor-
mation at all — even intelligent guesses — over areas of no observations will 
lead to some improvement ”  ( First Report , 15). Combining satellite data with 
conventional observing systems would  “ make possible the construction of 
world weather maps — both for the surface and, by differential analysis, for 
the upper air ”  (ibid., 16). 

 In proposing a way to absorb and coordinate huge volumes of new data, 
the  First Report  went beyond the regional centers envisioned in UN 
Resolution 1721. It proposed a hierarchically organized, highly centralized 
 global  system built around three World Meteorological Centers. The WMCs 
would fi rst process hemispheric and global data, then transmit them to 
some ten Regional Meteorological Centers. The RMCs would function 
much like the WMCs, but would produce regional forecasts and data at 
higher resolutions. 

 Why three World Meteorological Centers, rather than just one? The  First 
Report  answered this question as follows: 

 Theoretically, a single World Centre should suffi ce, but in actual practice, it is likely 

that three centres would be required: one in North America, another in the European 

area and a third in the Southern Hemisphere. In this connection it is pertinent to 

mention that arrangements are already under way to enlarge the National 

Meteorological Centre of the US Weather Bureau in Washington into a World 

Centre in which meteorologists from other countries would be asked to participate. 

The Hydrometeorological Administration of the USSR has already expressed its 

intention to establish a World Centre. (29) 
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 Pragmatically, the three-center solution recognized the present and the 
probable future distribution of the hugely expensive satellite programs, 
as well as the regional character of existing communication systems. 
Technopolitically, it offered organizational parity to the superpowers, with 
the third WMC — located at Melbourne, Australia, in the data-sparse south-
ern hemisphere — providing a small counterweight to the centers con-
trolled by the superpowers. 

 According to the  First Report , World Meteorological Centers would 
require a formidable combination of communication and data processing 
capabilities: 

  •    Access to conventional meteorological data from as much of the world as possible: 

this requires location close to a large communications facility. 

  •    Access to world-wide data coming from meteorological satellites. . . . 

  •    Adequate data-processing equipment to convert the conventional meteorological 

data speedily into objective analyses, numerical weather predictions, etc., and addi-

tional specialized equipment for processing and piecing-together [ sic ] of satellite 

information to produce analyses (such as cloud mosaics, heat radiation charts), 

covering large areas of hemispheric or world size. 

  •    Staff facilities to blend together the conventional and satellite data. . . . 

  •    . . . Communications facilities to disseminate speedily the analyses and prognostic 

charts, preferably by facsimile. 

  •    Facilities for training of meteorologists in producing world-wide analyses and 

prognostic charts using both conventional and satellite information. 

  •    A research facility. . . . 

  •    Close liaison with a World Data and Charting Centre to assist in providing docu-

mentation to research groups in all countries interested in hemispheric and world 

problems. (21 – 22) 

 The WWW ’ s primary function would be to serve the needs of weather 
forecasting. This goal implied near-real-time data analysis and communica-
tion. But the volumes of data anticipated from satellites would dwarf the 
already overwhelming quantities fl owing through the network. Separating 
World Data and Charting Centers from the WMCs would reduce the 
latter ’ s load by disconnecting data storage and research functions from 
the more immediate needs of forecast analysis. 

 To preempt fears that the World Meteorological Centers and Regional 
Meteorological Centers might displace national weather services, the  First 
Report  emphasized that the system ’ s main goal would be to  assist  national 
meteorological centers by reducing redundancy and data friction. At the 
time this was a very real issue. For example, a 1966 report noted:  “ A surface 
analysis for 0600 GMT for north-west Italy is prepared every day by the 
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Meteorological Services of 15 countries. Some of these Services transmit 
this analysis by several means (facsimile, radioteletype, CW) and on the 
whole it is disseminated 25 times. ”   5   The principal purpose of the RMCs 
would be  “ to make available to all countries in the region in a convenient 
form the vast amount of additional data, in raw and processed form, which 
meteorological satellites provide. They will in no way replace but will 
rather assist existing national meteorological services in the preparation of 
synoptic charts. . . . ”  ( First Report , 23) 

 The  First Report ’ s  catholic approach to satellites noted the three major 
weather forecast techniques then in use: 

  Empirical  — based on present trends, the forecasters ’  past experience and simplifi ed 

application of physical reasoning 

  By analogy  — with similar past weather patterns 

  By mathematical modeling  of the atmosphere and solving of the governing equa  -

tions. (15) 

 Satellites, it said, could contribute to all three. 
 Satellites in fact offered very little to operational forecasting for another 

decade. Early satellites produced photographs — two-dimensional analog 
images, principally of cloud patterns — rather than digitized data. Relating 
these images to synoptic charts proved much more diffi cult than anti-
cipated. Early predictions of rapid adoption went unrealized; satellite data 
became central to meteorology only after a complex, decades-long process 
of  “ technology reconciliation. ”   6   (Because they were dramatic, satellite 
photographs did see widespread use by television forecasters.) 

 The most important successes of early satellite imagery were political. 
Starting in 1964, NASA satellites broadcast low-resolution weather photo-
graphs, and NASA offered Automatic Picture Transmission receivers (  fi gure 
9.1 ) at cost to any country that desired them; 43 nations took up the offer. 
Recipients could pick up weather imagery of their own regions whenever 
the satellite overfl ew an APT receiver. This popular program muted criti-
cism of the satellite programs ’  potential to centralize control of weather 
data in the hands of their national owners.   

 As for numerical data, operational forecasts fi rst incorporated tempera-
ture soundings (vertical profi les) from satellite radiometers toward the end 
of 1969.  7   But satellite instruments could not replace the radiosonde 
network, on which they relied for calibration (as they still do today). 
Indeed, until about 1980 meteorologists disagreed as to whether satellite 
soundings increased the accuracy of weather forecasts. Authoritative esti-
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mates showed that satellite data actually  decreased  forecast accuracy at 
certain altitudes.  8   

 Growing an Infrastructure 

 For anyone who followed the technical evolution of the Internet in the 
1970s and the 1980s, the numerous World Weather Watch planning 
reports make fascinating reading. Beginning in the mid 1960s, WWW 

 Figure 9.1 
 A facsimile receiver for NASA ’ s Automatic Picture Transmission system, circa 1964. 

An APT ground station cost about $30,000. 

 Image courtesy of NASA. 
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planners wrestled with what would come to be known, a decade later, as 
the  “ internetwork problem ” : how to link existing, heterogeneous networks 
so that data could fl ow seamlessly and automatically from any point to 
any other point in the global web.  9   The Internet developers who coined 
the term  “ internetwork problem ”  merely needed to link  computer  networks; 
all the information they were concerned with was  “ born digital, ”  as bit-
streams. The WWW planners, by contrast, confronted the much more 
diffi cult problem of blending at least three streams of digital  and analog  
information. First came traditional alpha-numeric weather and climate 
reports, transmitted on a wide range of systems, including telegraph, tele-
type, and shortwave radio. Second were facsimile (fax) transmissions of 
weather maps as analog images, such as the APT transmissions discussed 
above. Fax traffi c had grown quickly. Planners projected in 1966 that each 
RMC would distribute about 110 maps a day by analog fax, requiring a 
total transmission time of 16 ½  hours on a dedicated telephone circuit. The 
report noted that digitizing such maps might cut transmission time by 80 
percent. Third, planners anticipated a boom in  “ grid-point (computer-to-
computer) traffi c. ”  They expected that the WMCs would transmit pro-
cessed data (forecasts and climatological charts) to the RMCs as computer 
fi les. Using their own computers, RMCs would then produce maps and 
other products for further distribution to national meteorological centers 
(NMCs).  10   

 As with most telecommunication systems of that era, the proposed 
structure involved high-bandwidth  “ trunk ”  connections, or dedicated tele-
phone circuits, between the WMCs and the RMCs. RMCs would send 
forecasts and data to NMCs using a variety of  “ branch ”  connections, 
depending on cost and availability. In the future, planners hoped, point-
to-point cables — faster and more reliable than broadcast technologies such 
as radio — would link the entire system. But they recognized that it might 
be decades before every NMC could acquire such a connection.  11   

 Planners were well aware of the potential advantages of direct computer-
to-computer data transfer. In the mid 1960s, however, imagining this was 
far easier than achieving it. None of the available technical means worked 
very well, and there were a lot of them, including punch cards, punched 
paper tape, magnetic drums, and magnetic tape. All had advantages and 
disadvantages. A few large-scale computer networks, such as the American 
SAGE air defense system, used modems to transfer data directly from one 
computer to another, but such networks required a degree of central man-
agement and technological standardization far beyond the capabilities of 
international meteorology.  12   
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 Managing the fl ow of data through a global point-to-point network 
would also require resolving a complicated addressing problem. Its nature 
is evident from this example: Australian contributors proposed that every 
network message begin with a distribution code indicating the message ’ s 
destination. The system could utilize  “ individual codes for each Member, 
group codes for distribution to fi xed groups of Members or centres and 
multiple addressing for distribution to variable groups of Members or 
centres. The length of bulletins or messages would be limited, several levels 
of priority would be indicated by codes, and bulletins or messages would 
be numbered consecutively on each leg of the system. ”   13   Soviet meteorolo-
gists objected, pointing out that  “ if the same bulletins have to be sent to 
several addresses . . . the address [will in some circumstances] consist of 
as many groups as there are destinations. . . . In reality user requirements 
. . . are so varied that the proposed system would call for the introduction 
of extremely unwieldy headings in each bulletin. Also, in this system, the 
sender of the bulletin would always have to know exactly who wished to 
receive it, which would lead to intricate operational telecommunication 
procedures and would necessitate relatively complicated overhaul of the 
rules and equipment in case of change of user address. ”   14   This mattered 
because the International Telegraph Code constrained meteorological mes-
sages, requiring address headers to be very short. The Soviets proposed that 
instead of specifying their destinations, messages should indicate only 
their origins. The work of determining destinations would then devolve to 
the regional and national telecommunications hubs. 

 To those familiar with the routing and addressing issues of the early 
ARPANET, Internet, and World Wide Web, such debates will sound remark-
ably familiar. All the problems faced by early computer network designers 
confronted the planners of the World Weather Watch: error control, 
routing, specialized telecommunication computers, buffer storage for a 
 “ store and forward ”  system, message discrimination, message priority, 
message length, start/end codes, and the thorny issue of maintaining 
 “ backward compatibility ”  with existing systems.  15   In the case of the meteo-
rological data network, the need to allow for manual as well as semi-
automatic and fully automatic processing complicated these problems. (See 
  box 9.1 .)   

 The idea of a standardized system of gridpoints (to create uniform data 
fi les for exchange between forecast centers) ran instantly aground on two 
objections: that  “ the number of grid systems in use . . . [is] nearly equal 
to the number of centres producing numerical analyses and prognoses ”  
and that  “ new grid or coordinate systems will certainly be introduced with 
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   Box 9.1 
 Japanese meteorological data handling circa 1968 

 The following long quotation gives a sense of the issues faced by World 

Weather Watch planners in automating data exchange: 

 The Japan Meteorological Agency (JMA) makes regular broadcasts such as the JMB (ter-
ritorial broadcast), JMC (shipping broadcast), JMG (sub-regional broadcast), and JMI 
(hemisphere broadcast), and various meteorological data exchanges through the Tokyo –
 Honolulu and Tokyo – New Delhi circuits over the northern hemisphere exchange 
system. The data necessary for these broadcasts and exchanges are collected by national 
and international teletype networks and by reception of foreign broadcasts, and incom-
ing meteorological data reach above 500,000 groups per day (one group consists of fi ve 
letters). From these, selected data are checked, edited, and perforated on paper tape to 
be fed to the transmitter for broadcasting and exchange on time-schedules. The number 
of edited bulletins reaches about 4000 a day and more than 20 kinds of format are used. 
In order to meet this situation an on-line real-time system called the Automatic Weather 
Data Processing and Communication Control System (APCS) has been projected. 

 Discrimination by machine meets with the following diffi culties: 

 (a)   The countries within JMA ’ s data-collecting area transmit their data in different 
arrangements (for example, of heading, indication of observation time, and starting and 
ending symbols). 

 (b)   The meteorological broadcasts made by centres in various countries are the main 
sources of JMA ’ s data at present. It will be a fairly long time before data can be collected 
reliably by point-to-point telecommunication channels. Thus incoming data are not free 
from errors due to noise, deformation of pulses or mishandling of data. The mere reading 
of headings only, therefore, does not guarantee the correct discrimination of the mes-
sages. Further, no request can be made for the retransmission of any missing or unknown 
part of the message. 

 (c)   The forms now in use for message transmission are designed so as to be discriminated 
by human beings, and starting and ending symbols are therefore not always used, which 
causes a great problem in discrimination by machine. Successful machine discrimination 
is the key to the automatic data-processing, and yet it is the most diffi cult problem to 
solve. Discrimination by human beings, backed up by broad experience and knowledge, 
makes proper treatment of data possible by examination of the contents even if the 
headings are missing. Any deformation of contents or format by noise can be recognized 
and amended immediately. The machine, on the other hand, treats data as a series of 
mechanically composed units and is unable to detect errors that can easily be recognized 
by men. In this situation, programming of data is not an easy task.  a   

 a.   World Meteorological Organization,  “ Global Telecommunication System: 

Methods and Equipment for Automatic Distribution of Information, ”  World 

Weather Watch planning report no. 24, 1968.   



The First WWW 239

new numerical models. ”  These objections made agreement on a single 
gridpoint system extremely unlikely. 

 Finally, it was unreasonable to expect that most national meteorological 
centers would be well served by gridded numerical data in the near to 
medium term. Instead, data  “ should be in the form most convenient for 
the users. ”  In view of the wide range of data practices in meteorological 
services around the world, these would include  “ gridpoint values for 
computer-equipped NMCs, ”   “ curve co-ordinates to feed plotters, ”   “ tabu-
lated form for reception on line printers, ”   “ point-to-point facsimile trans-
missions, ”  and  “ facsimile broadcasts. ”   16   System developers thus confronted 
the fact that a complex combination of analog and digital data would have 
to be transmitted over a wide variety of analog and digital communication 
systems. 

 An Analog-Digital Internetwork 

 The solution reached by the WWW developers was pragmatic. A  “ stream ”  
of activity would introduce  “ proven ”  technology into the existing data 
network. Meanwhile, a parallel stream would focus on computer models 
and automated digital data systems, with a goal of moving these to opera-
tional status worldwide in the early 1970s.  17   Thus, although computerized, 
automated data collection and processing would eventually dominate the 
system, the World Weather Watch began its life as a highly heterogeneous 
analog-digital internetwork. The pragmatism of this strategy, which built 
on the installed base (including existing standards and practices), led 
directly to its success. 

 In 1967, after four years of intensive planning, the Fifth World 
Meteorological Congress approved implementation of the World Weather 
Watch. The Fifth World Meteorological Congress ’ s response to the plan ’ s 
technopolitical aspects deserves special notice. Planners had anticipated 
that small and developing nations might balk at network centralization, 
and indeed at least one delegate to the Fifth Congress did object that the 
WWW would  “ make large [national weather] services larger and small 
services smaller. ”   18   But planners had already dealt with this objection by 
linking the WWW directly to an expansion of the existing Voluntary 
Assistance Program. The document reviewed by delegates noted that  “ one 
of the most serious obstacles towards the achievement of [the WWW ’ s] 
objectives is the lack of suffi cient skilled meteorologists . . . in many coun-
tries. The successful implementation and operation of the WWW therefore 
depends on an adequate program of education and training. ”   19   Clearly, 
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delegates from developing countries saw the WMO ’ s Voluntary Assistance 
Program as linked to the WWW ’ s success. Minutes of the Fifth Congress 
are peppered with enthusiasm and thanks offered on behalf of Senegal, 
Bulgaria, Cuba, Brazil, Argentina, Tunisia, Algeria, and other developing 
countries. 

 The strategy for planning and implementing the WWW is best described 
as lightweight central coordination combined with decentralized design, 
testing, and implementation. This helps to explain how the WMO could 
 “ do ”  so much with so little. As the political scientist John Ruggie put it in 
1975,  “ the World Weather Watch  ‘ is ’  national weather bureaus doing what 
they had always done, doing some things they had never done, and doing 
some things differently than in the past, all in accordance with a collec-
tively defi ned and agreed-to plan and implementation program. ”   20   WMC-A, 
for example, operated within the US National Meteorological Center and 
the National Environmental Satellite Service of the National Oceanic and 
Atmospheric Administration, while the US National Climatic Center pro-
vided the archival base for WMC-A.  21   The WMO served mainly as a rela-
tively neutral umbrella and project forum. National weather services 
provided virtually all the equipment, funding, facilities, and staff for the 
entire enterprise. Similarly, virtually all the numerous planning documents 
published under the WMO ’ s aegis were in fact prepared by national weather 
services and research centers at their own expense. 

 Nonetheless, the WMO ’ s authority and neutrality were crucial in legiti-
mizing the entire activity. They helped to ensure broad international 
participation and to minimize at least the appearance of dominance by 
any single nation. Although the wealthier, more developed weather ser-
vices (notably those of the United States, the United Kingdom, Germany, 
Japan, and Australia) carried out the majority of the work, WMO sponsor-
ship helped engage weather services from other countries that might not 
otherwise have participated. 

 An odd feature of WWW status reports refl ects this decentralized struc-
ture: the system ’ s overall cost is literally never discussed. WMO budgets 
rose substantially after the plan was approved, but they remained minus-
cule in comparison to the many billions of dollars ultimately spent on the 
global observing, telecommunication, and data processing systems, includ-
ing satellites. A very rough estimate of WWW costs can be derived from 
US reports on the  “ World Weather Program ”  in the 1970s. For fi scal year 
1971, the United States contributed $1.6 million in  “ direct ”  costs  “ specifi -
cally in support of the World Weather Program ”  (i.e., the WWW). The 
large majority of these funds supported the WMO Voluntary Assistance 
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Program. The rest supported atmospheric pollution monitoring stations in 
Hawaii (Mauna Loa) and in the Arctic. In addition, the United States 
recorded $41.5 million in  “ indirect ”  funding,  “ primarily for other agency 
needs but also fulfi lling a World Weather Program need. ”   22   This amount 
covered mainly satellite observing systems and computer modeling at the 
World Meteorological Center in Washington. By 1981, direct WWW 
funding reached $2 million, and  “ indirect ”  contributions $122.1 million.  23   

 Since the 1960s, the United States has typically borne between one third 
and two thirds of total world expenditures for meteorology. Using this 
proportion as a rough guide, we can estimate total annual costs for WWW 
 operational  systems at approximately $90 – 135 million in 1971, rising to 
$250 – 375 million in 1981. However, the operational World Weather 
Watch — consisting of the global observing, telecommunication, and data 
processing systems for weather forecasting — was only one aspect of the 
overall WWW Program. It also included the Global Atmospheric Research 
Programme (GARP) and the Systems Design and Technical Development 
program (SDTD). US annual budgets for these two elements amounted to 
$64 million in 1971 and $104 million a decade later (including both direct 
and indirect contributions). Ruggie argued that this decentralized funding 
and implementation made the WWW a paradigmatic  “ international 
regime, ”  defi ned as  “ a set of mutual expectations, rules and regulations, 
plans, organizational energies and fi nancial commitments, which have 
been accepted by a group of states. ”   24   Though clearly true, this analysis 
does not go far enough, since it does not include the vast  technological  
networks underlying WWW operations. The expectations, rules, plans, 
organization, and fi nancial commitments were not the end of the story 
but the middle of it. They were all aspects of welding together a (relatively) 
smoothly functioning infrastructure built principally from existing systems 
and networks. 

 The fi nal explanation for the WMO ’ s achievement is that, since most 
of its components were already in place, or were already being built for 
other reasons, WMO standards and technical guidelines served to orient 
component systems to each other and to smooth interactions among 
them. Acting as gateways between pre-existing systems, these standards 
and guidelines reduced friction in the global data network. Without under-
standing it in exactly these terms, WWW planners adopted the architec-
ture most likely to result in a robust infrastructure: an internetwork 
architecture. They strengthened and standardized links between national 
meteorological services, but left them substantially intact. They centralized 
some (not all) data reporting and global forecasting, but left fi ner-grained 



242 Chapter 9

data and national forecasting to the national services. Finally, they made 
use of both new incentives and existing norms of scientifi c culture to draw 
in new contributors. 

 The World Weather Watch  could  be understood as many of its planners 
saw it at the time: simply a series of incremental improvements to an exist-
ing global network, driven by an inexorable process of technological 
change. But to accept this interpretation is to misconstrue the WWW ’ s 
signifi cance as a technopolitical achievement. It marked the successful 
transfer of standard-setting and coordinating powers from national weather 
services to a permanent, globalist intergovernmental organization. Unlike 
its many predecessors, this global data network has persisted now for over 
40 years. It is a genuinely global infrastructure that produces genuinely 
global information. Virtually all nations contribute data and receive, in 
turn, WWW data products. 

 In the following section, we will see how the WWW ’ s research arm, the 
Global Atmospheric Research Programme (GARP), helped to push the 
WWW to its full potential, to institutionalize research on the global circu-
lation, and ultimately to create an infrastructure of climate knowledge. 

 The World According to GARP 

 Research was always conceived as an integral activity of the World Weather 
Watch. Everyone knew that a fully functional space-based observing system 
and global data network would generate previously unimaginable possibili-
ties. The  First Report  deferred detailed defi nition of WWW research plans 
to a panel of experts. Various such panels met during 1965, and in 1966, 
Planning Report No. 5 — written by the D-Day meteorologist Sverre 
Petterssen — laid out the principal objectives for World Weather Watch 
research: 

 (a)   To develop a deeper understanding of the global circulations of the atmosphere 

and the associated system of climates; 

 (b)   To place weather forecasting on a fi rmer scientifi c basis . . . 

 (c)   To explore the extent to which weather and climate may be modifi ed through 

artifi cial means. 

 Noting that  “ research in meteorology and related sciences is presently 
carried on almost exclusively on the national level, ”  in national weather 
services and universities, Petterssen described a Global Atmospheric 
Research Programme. 

 Petterssen ’ s report placed heavy emphasis on improving understanding 
of the general circulation. Weather forecasts could best be improved by 
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 “ considering the atmosphere as a single physical system. ”  This objective 
would require better knowledge of  “ the basic atmospheric currents, the 
behavior of large-scale weather systems, the interactions between atmo-
spheric phenomena of different space-scales and life-spans, the atmo-
sphere ’ s responses to energy sources and sinks and to mechanical and other 
interactions at the earth-atmosphere interface. ”   25   Working toward these 
goals would help to improve the World Weather Watch observing system, 
because achieving them would require certain kinds of data, such as mea-
surements of radiative fl uxes at the top of the atmosphere, that had never 
been collected before. Initial GARP discussions had already outlined a series 
of plans. These included a  “ tropical meteorology project ”  (to build knowl-
edge about that little-understood, data-poor region) and a  “ technology 
development programme ”  (to create new instrument platforms, such as 
drifting balloons that would fl oat for months at a specifi c pressure level, 
unmanned aircraft, automatic weather buoys, and new satellite and tele-
communication techniques). 

 GARP ’ s  “ weather and climate modifi cation ”  objective resonated with 
certain non-meteorological agendas, especially with military and agricul-
tural interests ’  dreams of deliberate weather control.  “ Climate modifi ca-
tion ”  meant something different; by 1966 worries about greenhouse 
warming had begun to emerge, but so had concerns for aerosol-induced 
cooling and other anthropogenic climate disruptions, often lumped all 
together under the heading  “ inadvertent climate modifi cation. ”  Modelers 
wanted to provide answers, but just as in Callendar ’ s day those answers 
hinged on understanding the global circulation. 

 By 1969, GARP was well underway. Chairing GARP ’ s Joint Organizing 
Committee was the Swedish meteorologist Bert Bolin, whose had begun 
his career in the  “ Scandinavian tag team ”  that had helped carry out the 
fi rst numerical weather prediction experiments at the JNWP Unit and had 
connected the Swedish and American research efforts. Bolin had chaired 
the IUGG Committee on Atmospheric Sciences that had recommended 
GARP in the fi rst place, so he was a logical choice. Joseph Smagorinsky also 
played a major role in the organization. After a 1967 study conference, 
members of GARP ’ s Joint Organizing Committee developed plans for a 
series of  “ global experiments. ”  

  “ Global experiment ”  had a very specifi c meaning in the GARP context. 
A  “ global experiment ”  would include 

 The implementation of an agreed GARP Global Observing System, with its 

sub systems . . . integrated into a unifi ed system with internationally agreed 

characteristics. . . . 
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 The transformation of the signals provided by the various components of the com-

posite observing system into meteorological parameters . . . in accordance with 

certain agreed standards, and the preparation of global data sets in an adequate 

form; 

 The application of the data sets thus obtained to numerical experiments performed 

by research groups working with adequate models in an internationally coordinated 

programme 

 The storage of the data and the application of retrieval procedures for future 

research.  26   

 In the terms laid out in this book ’ s introduction, this is a complete sequence 
of monitoring, modeling, and memory. 

 Two aspects of the above description deserve special attention. First, as 
planners understood it, two different experiments could be conducted at 
once: a  “ test-type experiment, ”  testing forecast models ’  ability to predict 
the full global circulation, and a  “ fact-fi nding type experiment, ”  in which 
a well-calibrated, long-term data set would provide  “ a description of the 
 global  behavior of the atmosphere and thereby [show] in what way existing 
models fail to describe it. ”  The latter would help scientists fi nd  “ new 
hypotheses ”  with which to modify their models.  27   Earlier in the book, we 
saw how numerical modeling began to alter scientists ’  views of the nature 
of  “ experiments ” ; GARP ’ s  “ global experiments ”  marked the institutional-
ization of one such change. You could collect data from the world, then 
perform your experiments inside the computer. You were both experi-
menting  with  the model, to fi nd out what it could tell you about the world, 
and experimenting  on  the model by changing its parameters to make it 
deliver better results. Second, the  “ signals ”  retrieved from instruments 
were not described as data, though they could  become  data through  “ trans-
formation . . . into meteorological parameters. ”  This applied primarily to 
satellite instruments, which measured quantities (such as radiation at 
various wavelengths) that could be connected with primary meteorological 
variables (such as temperature) only through data modeling. But it also 
applied to the blending of data from heterogeneous sources into uniform 
data sets. 

 The plan issued in 1969 called for a year-long First GARP Global 
Experiment (FGGE, pronounced  “ fi ggy ” ) to begin around 1975. For the 
interim, GARP organized a smaller effort, the GARP Atlantic Tropical 
Experiment (GATE), which took place in the summer of 1974. Forty ships, 
twelve aircraft, and numerous buoys contributed by twenty countries took 
part in the experiment. Based in Senegal and co-directed by an American, 
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the experiment lasted 100 days. Ships and aircraft, with about 4000 person-
nel on board, cruised the tropical Atlantic Ocean between the west coast 
of Africa and the east coast of South America. NASA ’ s fi rst geostationary 
weather satellite, SMS-1, became operational on the fi rst day of GATE. Land 
stations in tropical South America, Central America, and Africa contributed 
surface, radiosonde, and balloon readings. 

 The amount of data retrieved from GATE far exceeded the amount 
normally available for forecasting, and the data-handling procedures 
required a great deal of post-processing to meet the more stringent quality 
standards GATE imposed. Data friction was evident in the long (planned) 
delay between collecting observations and delivering fi nished data sets. 
Ten National Data Centers — in Brazil, Canada, France, West Germany, East 
Germany, Mexico, the Netherlands, the United Kingdom, the United 
States, and the Soviet Union — validated their parts of the overall data set 
before delivering them to fi ve Subprogram Data Centers in 1976, well over 
a year after the observing period. Each subprogram then took an additional 
year for experiments with the data before delivering fi nished data sets to 
the World Data Centers in Washington and Moscow.  28   

 Often called  “ the largest scientifi c experiment ever conducted, ”  the 
Global Weather Experiment (as FGGE was known outside the meteorologi-
cal community) took place in 1978 – 79. Its scale dwarfed that of GATE. 
FGGE amounted to the fi rst test of the complete complement of World 
Weather Watch observing systems. Originally planned for 1974, then 
1976, after many delays FGGE fi nally got underway at the end of 1978. By 
then full global coverage had just become available from fi ve geostationary 
satellites in equatorial orbits and four polar orbiters. (One additional satel-
lite failed in orbit just before the FGGE year began.) A  “ build-up ”  year 
before the actual experiment permitted testing of the many new and addi-
tional systems added to the existing observing system. 

 Throughout FGGE ’ s 12-month run, a  “ special observing system ”  con-
sisting of 368 drifting buoys, 80 aircraft, and the experimental NIMBUS-7 
satellite was added to the WWW ’ s basic observing system. Up to 17 addi-
tional aircraft tested an experimental  “ aircraft-satellite data relay, ”  which 
reported data to the global telecommunication system in real time by 
relaying it through the geostationary satellites. (Other aircraft data were 
reported after their fl ights, sometimes delaying the data ’ s arrival beyond 
the 12-hour operational cutoff.) During two 60-day Special Observing 
Periods, even more systems were added, including up to 43 additional ships 
and 313 constant-level balloons reporting from tropical latitudes. And 
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during two 30-day Intensive Observing Periods, nine more aircraft joined 
the special observing system, dropping weather balloons at strategic 
locations.  29   

 An elaborate data management plan described a three-tier structure with 
 “ real time ”  and  “ delayed ”  modes. Data designated  “ Level I ”  consisted of 
raw sensor signals, which had to be converted (through models) into 
meteorological parameters, or Level II data. These included readings from 
thermometers, barometers, and other primary meteorological instruments, 
as well as processed Level I sensor signals. In other words, some data, such 
as thermometer readings, originated as Level II, but  all  Level I data had to 
be converted fi rst.  30   Level III represented data that had been  “ assimilated, ”  
or processed into gridded global data sets, including model-generated 
values for all gridpoints. 

 Planners knew that the existing WWW communication, processing, and 
forecast systems could not handle the volumes of data FGGE would gener-
ate. During its most intensive observing periods, FGGE increased rawin-
sonde coverage by 30 percent and tripled the amount of data from aircraft 
and satellites.  31   Aside from the high volume, some of these data had never 
been collected before. Their effect on forecast quality had to be assessed 
before they could be included as basic WWW systems. Therefore, FGGE 
split incoming data into Level IIa and Level IIIa  “ real-time ”  information 
(reported normally to the WWW) and Level IIb and IIIb  “ delayed mode ”  
data (which either did not arrive before the 12-hour operational cutoff or 
required further processing before use).  “ Delayed mode ”  data had to reach 
FGGE data centers within 3 months. To reduce data friction, FGGE plan-
ners made elaborate efforts to standardize data formats and media and to 
have  “ quality control indicators ”  included. Not all of these standards 
foresaw every possible problem. For example, satellite data tapes did not 
include fi elds specifying which data producer had processed them. When 
errors were discovered in one set of satellite data after it had been merged 
with all the others, it was diffi cult to correct the bad data. Other failures 
to comply with standards forced data managers to convert formats, elimi-
nate duplicates, apply quality controls, and so on; as a result, it took 75 
days to process 10 days ’  worth of reports.  32   Clearly data friction remained 
a major force. Nonetheless, the  “ delayed mode ”  approach allowed FGGE 
data managers eventually to accumulate most of the weather observations 
taken during the FGGE year (see   table 9.1 ).   

 In the real-time FGGE data stream, national meteorological centers 
transmitted Level IIa data to the World Meteorological Centers at 
Washington, Moscow, and Melbourne. From these primary data, the 



The First WWW 247

  Ta
b

le
 9

.1
 

 G
lo

ba
l 

W
ea

th
er

 E
xp

er
im

en
t 

(F
G

G
E)

 d
at

a 
le

ve
ls

 a
n

d
 d

at
a 

p
ro

d
u

ct
s.

  

 Le
ve

l 
I 

 R
aw

 s
ig

n
al

s 

 Le
ve

l 
II

 

 M
et

eo
ro

lo
gi

ca
l 

p
ar

am
et

er
s 

 Le
ve

l 
II

I 

 G
lo

ba
l 

an
al

ys
es

 

 II
a:

 R
ea

l 
ti

m
e 

 II
b:

 D
el

ay
ed

 
 II

Ia
: 

R
ea

l 
ti

m
e 

 II
Ib

: 
D

el
ay

ed
 

  O
b

se
rv

at
io

n
s  

 R
aw

 s
ig

n
al

s:
 s

at
el

li
te

 
ra

d
ia

n
ce

s,
 b

al
lo

on
 

lo
ca

ti
on

s 

 R
ea

l-
ti

m
e 

op
er

at
io

n
al

 
sy

st
em

s;
 d

ir
ec

t 
re

ad
in

gs
 

p
lu

s 
p

ar
am

et
er

s 
d

er
iv

ed
 

fr
om

 L
ev

el
 I

 s
ig

n
al

s 

 A
ll

 a
va

il
ab

le
 u

p
 t

o 
cu

t-
of

f 
ti

m
e 

(u
p

 t
o 

6 
m

on
th

s 
af

te
r 

d
at

e 
of

 
ob

se
rv

at
io

n
s)

, 
in

cl
u

d
in

g 
p

ar
am

et
er

s 
d

er
iv

ed
 

fr
om

 L
ev

el
 I

 

 Le
ve

l 
II

a 
d

at
a 

se
t 

 Le
ve

l 
II

b 
d

at
a 

se
t 

  D
at

a 
p

ro
d

u
ct

s  
 Si

gn
al

s 
re

fe
re

n
ce

d
 

to
 E

ar
th

 c
oo

rd
in

at
es

 
 G

lo
ba

l 
ob

se
rv

at
io

n
s 

re
fe

re
n

ce
d

 t
o 

sp
ac

e/
ti

m
e 

lo
ca

ti
on

s 

 G
lo

ba
l 

ob
se

rv
at

io
n

s 
re

fe
re

n
ce

d
 t

o 
sp

ac
e/

ti
m

e 
lo

ca
ti

on
s 

 G
ri

d
d

ed
 g

lo
ba

l 
d

at
a 

(a
ss

im
il

at
ed

, 
in

cl
u

d
in

g 
m

od
el

-
ge

n
er

at
ed

 d
at

a 
fo

r 
al

l 
gr

id
p

oi
n

ts
) 

 G
ri

d
d

ed
 g

lo
ba

l 
d

at
a 

(a
ss

im
il

at
ed

, 
in

cl
u

d
in

g 
m

od
el

-g
en

er
at

ed
 

d
at

a 
fo

r 
al

l 
gr

id
p

oi
n

ts
) 

  G
lo

b
al

 d
at

a 
se

ts
 (

st
o

re
d

)  
 N

u
m

er
ou

s 
 Tw

o 
co

m
p

le
te

 s
et

s 
(W

M
C

-A
 a

n
d

 B
),

 o
n

e 
li

m
it

ed
 s

et
 (

W
M

C
-C

) 

 O
n

e 
su

rf
ac

e 
d

at
a 

se
t 

(U
SS

R
),

 o
n

e 
Sp

ac
e-

B
as

ed
 

an
d

 S
p

ec
ia

l 
O

bs
er

vi
n

g 
Sy

st
em

 (
Sw

ed
en

) 

 Tw
o 

co
m

p
le

te
 s

et
s 

(W
M

C
-A

 a
n

d
 

W
M

C
-B

),
 o

n
e 

li
m

it
ed

 (
W

M
C

-C
) 

 Tw
o 

co
m

p
le

te
 

se
ts

 (
G

FD
L 

an
d

 
EC

M
W

F)
 

 



248 Chapter 9

WMCs created two principal products: fi rst, complete Level IIa global 
observations specifi ed by their locations in space and time, and second, 
the Level IIIa gridded global analyses required by NWP forecast models.  33   
This operational mode tested and advanced the capabilities of the still 
developing World Weather Watch. 

 The second,  “ delayed mode ”  Level IIb data stream included all of the 
Level IIa data plus other data that arrived after the cutoff, such as some 
kinds of satellite retrievals, station reports from remote regions, and other 
reports delayed for various reasons. Level IIb data products specifi ed in 
Earth coordinates included a complete record of surface observations, col-
lected in the Soviet Union, and a Space-Based and Special Observing 
System data set collected in Sweden. These collectors then transmitted 
complete observational data sets to GFDL and the ECMWF, which ran 
them through 4-D assimilation systems to produce gridded global data, 
including model-generated data for all model gridpoints. Initially, GFDL 
required two days of processing time to assimilate this volume of data for 
each observing day. 

 The Level IIIb  “ delayed mode ”  analyses proved, unsurprisingly, consid-
erably better than the Level IIIa operational ones. Produced many months 
after observations, these post hoc analyses found no uses in forecasting, of 
course. Instead, researchers wanted them in order to see exactly how the 
additional observations affected the analyses, to assess the defects of the 
operational analysis models, and to test improved operational models. In 
the early 1980s the NASA Goddard Space Flight Center (GSFC) analyzed 
the Level IIb data sets repeatedly, applying different data assimilation 
schemes (see chapter 10) in order especially to determine how the then-
novel satellite observations affected them; these represented early reanaly-
ses, though that term did not gain currency until later on. The surprising 
conclusion was that satellite data, while benefi cial in the data-sparse south-
ern hemisphere, had almost no effect on the quality of analyses in the 
well-instrumented northern hemisphere. 

 The  “ delayed mode ”  data stream existed mainly to serve GARP ’ s second 
objective: improving understanding of general circulation and climate. 
That goal became increasingly important during the 1980s, as global 
warming moved inexorably into the policy arena, bringing both impera-
tives to quantify climatic change and resources to do so. The FGGE IIIb 
analyses — the most detailed data image of the global circulation ever cre-
ated — provided a starting point. 
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 The Weather Information Infrastructure Comes of Age 

 GARP and FGGE — the Global Weather Experiment — marked a quantum 
jump for meteorology in several key respects. The FGGE data set was fully 
global, including much more coverage of the southern oceans than ever 
before, and far more extensive and precise than any previous data set. 
Analyzing the FGGE data occupied legions of meteorologists throughout 
the following decade. The techniques they developed to do it led not only 
to improved data assimilation for forecasting, the subject of chapter 10, 
but also eventually to reanalysis, a major innovation in climate studies 
that is the subject of chapter 12. 

 Although weather satellites had already been fl ying for two decades, 
only during FGGE did they become fully integrated into the global forecast 
system. Two important conclusions emerged from the early data analysis. 
First, including satellite and aircraft data improved Northern Hemisphere 
forecast skill by more than 1.5 days. Second, satellite and aircraft data 
together contributed more to forecast skill than did conventional upper-air 
measurements from weather balloons.  34   These results cemented the role of 
satellites as the most important instruments in the arsenal of global meteo-
rology. Today, when meteorologists mention the  “ satellite era, ”  they 
usually mean the period beginning in 1979, the FGGE year. 

 Another potent effect of GARP was to tighten the relationship between 
data and modeling. As we saw in chapter 7, by 1965 GCMs had passed 
from a pioneering into a proliferation phase. GARP inaugurated regular 
meetings among the rapidly growing number of modeling groups. Both 
GATE and FGGE used models to test observing system design. With dummy 
( “ synthetic ” ) data from any planned confi guration, one could run forecasts 
using various models and compare their results. This would tell you some-
thing about the advantages and defi ciencies of any given system confi gura-
tion. GATE and FGGE also needed data assimilation models to process the 
observations (see chapter 10). 

 Like the WWW itself, FGGE was a deliberate exercise in infrastructural 
globalism. Already in 1969 GARP planners noted that FGGE might  “ play 
a key role, within GARP, as a double test: the test of the technological 
means [for] . . . a single functional global observing system; and the test 
of the degree of international cooperation that could be expected to carry 
out such an ambitious enterprise. . . . ”  In the event, some 140 nations 
contributed equipment, satellites, ships, aircraft, data management, per-
sonnel, and money to the project. Although the major commitments came 
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from around 20 of these nations, this still marked an amazing level of 
cooperation, and future programs built on its success. 

 Finally, GARP planners never lost sight of the climate objective. In the 
run-up to FGGE, modelers met regularly to compare climate GCMs. At one 
such meeting, in 1974, fi fteen groups from the Soviet Union, Australia, 
Japan, Denmark, Sweden, England, and the United States presented a total 
of 19 atmospheric GCMs and one ocean GCM.  35   By 1978, the FGGE  “ build-
up ”  year, GARP ’ s Joint Organizing Committee (now under Smagorinsky ’ s 
leadership) sponsored a climate modeling conference to compare climate 
model simulations at the seasonal time scale. Once they were fi nally 
analyzed — a process that took several years — FGGE data provided modelers 
with a year of relatively well standardized global data against which to 
evaluate their models. Even as FGGE was winding down, GARP ’ s Climate 
Dynamics sub-program was reconstituted as the World Climate Research 
Program, with Smagorinsky as its fi rst chair. Chapter 14 places these events 
in their political context. Here the signifi cant thing is the role of this long-
term, widely international program in building a climate modeling com-
munity and in creating methods, opportunities, and data for them to 
compare and evaluate their models. 

 Thus the World Weather Watch, GARP, GATE, and FGGE all marked 
signifi cant steps toward assembling a weather and climate knowledge infra-
structure. The internetwork strategy adopted for the WWW continued 
throughout. The WMO, ICSU, and smaller groups helped organize the 
infrastructure, but there was no central control, no authoritative system 
builder at the heart of it all. It was a web of networks of systems, most 
managed at the national level but some (e.g. satellites) by individual agen-
cies. At the level of data management, this inevitably created breakdowns. 
At the level of modeling, the internetwork approach relied on a kind of 
coordinated diversity. Modelers compared their models and shared them, 
but no single system design took hold. If anything, GARP planners resisted 
this. Smagorinsky continually reminded modelers that  “ the problem of 
modeling the atmosphere is not so straightforward that there is only one 
path. . . . For many groups to work on the same problem is wasteful dupli-
cation only if they make the same mistakes. The cause is moved ahead 
by the collective activity of different groups when they make different 
mistakes. ”   36   
 
 

 

  

  



 10     Making Data Global 

 Preceding chapters examined the rise of a global weather and climate data 
internetwork, from the kluged pre – World War II system to the systematic 
planning of the World Weather Watch for coordinated global observing, 
communication, and data processing. This is what I have been calling 
 making global data : collecting planetary data in standard forms, through 
interconnected networks, to build data images of global weather and 
general circulation. Yet diffi cult as it was, collecting planetary data was 
only one dimension of the overall effort. This chapter explores the comple-
mentary project of  making data global : building complete, coherent, and 
consistent global data sets from incomplete, inconsistent, and heteroge-
neous data sources. 

  Making global data  revolved around standardizing data collection and 
communication. Standards act as lubricants.  1   They reduce friction by 
reducing variation, and hence complexity, in sociotechnical processes, and 
they  “ black box ”  decisions that would otherwise have to be made over and 
over again. In both respects, standards are a lot like laws — human laws, 
that is, not natural ones — as the common distinction between  de jure  ( “ in 
law ” ) and  de facto  ( “ in fact ” ) standards recognizes.  2   Like (human) laws,  de 
jure  standards are typically negotiated by central bodies and mandated 
from above. Yet in the end, also like human laws,  standards are always 
applied or actualized locally, from below . New standards must therefore 
always struggle against some combination of the following: 

  •    institutional inertia 
  •    funding constraints 
  •    technical diffi culties of application 
  •    problems of integration with other instruments, systems, and standards 
  •    operator training defi cits leading to incorrect implementation 
  •    differences among local interpretations of the standard 
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  •    passive and/or active resistance from organizations and individual 
practitioners 

 For these reasons, few if any standards are ever perfectly implemented. This 
creates an apparent puzzle: how do standards function at all in the face of 
widespread differences of implementation? The reason is that in practice 
people fi nd ways to ignore or work around minor deviations so that 
common effort can proceed. The preceding chapters have shown numer-
ous instances of this mutual adjustment in global meteorology.  Making 
global data  begins as a story about grand visions of centralized systems, but 
it ends as a story about spreading instruments, practices, and knowledge 
piecemeal across the globe, in the full knowledge that collecting data from 
the entire planet could only work by accepting deviation, heterogeneity, 
inconsistency, and incompleteness. 

 By contrast,  making data global  — building complete, coherent, and con-
sistent global data sets — is a top-down project, strongly shaped by data 
friction and computational friction. As we have seen, simply assembling 
global data in one place requires a monumental effort. But gathering the 
numbers is only the beginning. One must trust them too. Methodological 
skepticism is the foundation of science, so creating trust is not an easy 
task, nor should it be. 

 Precisely because of the deviations and inconsistencies inherent in stan-
dards as practice, investigators rarely if ever trust data  “ out of the box, ”  
especially if the data come from multiple sources. To gain confi dence, 
investigators must check the data ’ s quality. This can — and often does —
 descend to the level of inspecting individual measurements and weather 
station metadata — a process I described in chapter 1 as  “ infrastructural 
inversion. ”  Further, to integrate data from multiple sources, scientists must 
convert them into common units and formats. How to handle data col-
lected at non-standard observing hours must also be addressed. In effect, 
 making data global is an ex post facto mode of standardization,  dealing with 
deviation and inconsistency by containing the entire standardization 
process in a single place — a  “ center of calculation, ”  in Bruno Latour ’ s 
words.  3   

 Computer models demanded a degree and a kind of standardization 
never previously needed in meteorology. NWP models required that values 
be entered at every gridpoint, both horizontal and vertical, even where no 
actual observations existed. Missing gridpoint values had to be interpolated 
from observations, or even (if necessary) fi lled in with climatological 
norms.  “ Objective analysis ”  computer programs gradually took over this 
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work, replacing human hand-and-eye methods. The most audacious step 
in this process was to use the previous computer-generated forecast as a 
 “ fi rst guess ”  for empty gridpoints, so that  “ data ”  generated by one model 
(the previous NWP forecast) became input to a second model (the  “ analy-
sis ” ), which then became input for the forecast model ’ s next prediction. 
Ultimately, these techniques transformed the very meaning of the word 
 ‘ data ’  in the atmospheric sciences. 

 Latitude and longitude had long supplied a standard grid for Earth 
science and navigation, but numerical weather prediction and general 
circulation models elevated geospatial grids to a qualitatively new status. 
Adding the third dimension, computer model grids became an ideal Earth: 
the world in a machine. Data from the real atmosphere had fi rst to pass 
through this abstract gridspace, which transformed them into new data 
calculated for the model ’ s demands. Henceforth all predictions would be 
based on these calculated or simulated data, rather than on actual observa-
tions alone. 

 As numerical weather prediction ’ s techniques of data analysis and data 
assimilation matured, the data images they created often proved more 
accurate than many of the observations on which they were based, at least 
in data-sparse regions. By the 1980s, computerized data assimilation 
systems routinely generated consistent, complete, uniformly gridded data 
for the entire Earth. These data became the most accurate available images 
of the planetary circulation over short periods of time, so climate scientists 
began to use them for general circulation studies. However, the constant 
improvement of data analysis and assimilation techniques made it nearly 
impossible to use those techniques to study climatic change. Frequent 
revisions of the models, made in the interest of improving their perfor-
mance on forecasts, rendered any given set of data incommensurable with 
those generated earlier or later by a different analysis regime. Therefore, 
by the late 1980s some climatologists began to clamor for reanalysis. 

 In reanalysis, investigators reprocess decades of original sensor data 
using a single  “ frozen ”  weather analysis and forecasting system. The result 
is a single complete, uniformly gridded, physically consistent global data 
set. Reanalysis offered a comprehensive solution to data friction such as 
that created by heterogeneous data sources, including satellite radiances 
not easily converted into traditional gridded forms. With reanalysis, many 
hoped, it would be possible to produce a  dynamic  data image of the plan-
etary atmosphere over 50 years or more — essentially a moving picture that 
might reveal more precisely how, where, and how much Earth ’ s climate 
had changed. 



254 Chapter 10

 Global reanalysis might produce the most accurate, most complete 
data sets ever assembled. Yet the majority of gridpoint values in these data 
sets would be generated by the analysis model, not taken directly from 
observations. Whether or not it eventually leads to better understanding 
of climate change — a matter about which, at this writing, scientists still 
disagree — reanalysis represents a kind of ultimate moment in making 
data global. (See chapter 11.) 

 Automating Error Detection and Data Entry 

 The principal meteorological benefi ts of high-speed automatic computing machines 

during the next few years will lie as much in the processing of large assemblages of 

data as in numerical forecasting.  

  — Bert Bolin et al., 1962  4    

 In the fi rst decade of NWP research, investigators quickly realized that com-
puters could help them with much more than the weather forecast itself. They 
could also automate much of the necessary  “ pre-processing ” : reading data 
from teletype receivers, checking them for errors, coding them in machine-
readable form, and feeding them into the computerized forecast model. As 
time went on, these forms of automation contributed as much to meteorol-
ogy as the forecast models themselves, reducing data friction that might 
otherwise have slowed computer forecasting to the point of unusability. 

 Early reports from the US armed services ’  Joint Numerical Weather 
Prediction Unit noted that it was  “ not uncommon to have errors in the 
reported height of a pressure surface of from 500 to 5000 feet. ”  According 
to estimates by JNWPU staff, half of these errors stemmed from the manual 
handling of data prior to analysis. Transmission errors accounted for 
another 25 percent. The remaining 25 percent came from mistakes in 
observation or recording at the originating weather stations. Small errors 
did not matter much, since they were generally eliminated by smoothing 
 “ inherent in the analysis process. ”  (See next section.) However, large data 
errors could cause serious problems, so they programmed the computer to 
fi nd suspiciously large and small values, as well as values that differed 
greatly from nearby observations.  5   

 The JNWPU then planned  “ a program for the complete mechanization 
and de-humanization ”  of data transmission. Analysts would no longer 
have to transcribe incoming data from teletype to written lists and/or 
punch cards. Noting that the  “ data collection and distribution system was, 
of course, not designed for and is not particularly suitable for numerical 
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weather prediction purposes, ”  JNWPU staff recommended modifi cations, 
such as the use of checksums in data transmission.  6   They also noted the 
variety of codes in use for international data exchange, including  “ at least 
three different upper wind codes and two different radiosonde codes, one 
of which contains three different possible combinations of units. ”   7   Message 
headers identifi ed the reporting station using several different codes; if 
these headers were not received, as often happened with the teletype 
transmission system, it could be diffi cult or impossible to determine a 
report ’ s origin.  8   Taking data directly from the teletypes, then, would require 
relatively complex programs and processing. In an era when every byte of 
computer memory remained a precious resource, streamlined meteorologi-
cal codes might raise the speed and quality of forecasts signifi cantly. 

 But numerical forecasters did not wait for this standardization to 
happen. They made their fi rst attempts to handle incoming teletype data 
directly in 1957.  9   First they manually edited paper teletype tapes — arriving 
on ten or more channels simultaneously — to reduce duplicate data. The 
edited tapes were then punched onto cards by machine. A mechanical card 
reader then converted the data to magnetic tape and fed it into the com-
puter, which decoded the reports and checked radiosonde data for errors. 
(See   fi gure 10.1 .) This  “ automatic ”  processing included a considerable 
number of manual steps. For example, the computer identifi cation and 
decoding process kicked out reports with incomplete or missing station 
identifi ers. If the team could work out these reports ’  station locations from 
context, they inserted cards manually.   

 By 1959 the new method had reduced the time required for punching 
data nearly in half, from ten hours to six — even as data input requirements 
increased, with NWP models adding more analysis fi elds and more vertical 
levels. Paper tape and punch cards remained standard pre-processing media 
for quite some time. Another ten years passed before electronic transfer 
from teletype signals directly to magnetic tape and other electronic media 
became the norm in operational forecasting.  10   

 Frederick Shuman neatly summed up both the novelty and the diffi culty 
of the technique, noting that it  “ introduced a new concept called  ‘ auto-
matic data processing ’  before that terminology began to have a wider 
meaning. . . . [The] reading of remotely manually prepared teletype texts 
into computer-quality databases . . . has many of the qualities of reading 
natural languages. . . . The input text contains observations in a dozen or 
so formats, with variations and errors normally found in language that 
must be recognized in context amid extraneous material. ”   11   Interpreting 
the  “ natural language ”  of incoming data almost immediately grew closely 
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linked with another major development made possible by high-speed 
computing:  “ objective analysis. ”  

 Objective Analysis 

 From the dawn of synoptic forecasting, weather forecasting comprised 
three principal steps: (1) collect the available data, (2) interpret the data 
to create a picture of the weather situation, and (3) predict how that picture 
will change during the forecast period. The second step, originally known 
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 Figure 10.1 
  “ Automatic ”  data processing at the JNWPU in 1957. The entirely computerized part 

of the procedure appears in the upper right portion of the diagram, separated from 

the rest by dashed lines. Manual editing occurred at several points during pre-

processing and post-processing. 

  Source : H. A. Bedient and G. P. Cressman,  “ An Experiment in Automatic Data 

Processing, ”   Monthly Weather Review  85, no. 10 (1957), 334. 
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as  “ diagnosis, ”  transformed raw data from a relatively few points into a 
coherent, self-consistent picture of atmospheric structure and motion.  12   As 
in a medical diagnosis, forecasters combined theory and experiential 
knowledge to reach a shared understanding of reality from incomplete and 
potentially ambiguous indications (symptoms). Their diagnosis might or 
might not be correct, but before they could move on to prognosis (i.e. 
forecasting) they had to have one. For early NWP, diagnosis or  “ analysis ”  
proved the most diffi cult aspect of forecasting. Ultimately, it was also the 
most rewarding. In the long run, analysis would also connect forecasting 
with climatology in new, unexpected, and important ways. 

 To understand how numerical weather prediction changed analysis, we 
must fi rst review how forecasters worked in the pre-computer era. Before 
the mid 1950s, human forecasters performed virtually all weather data 
analysis themselves using a mixed set of techniques. Weather workers at 
national forecasting centers began with data transmitted using interna-
tional meteorological codes. As the data arrived — via telegraph, teletype, 
shortwave radio, or other channels — one person decoded them and read 
them to a  “ chart man, ”  who plotted them on blank maps pre-printed with 
small circles representing each reporting station. One chart depicted the 
surface. Others showed upper-air data at selected altitudes. Forecasters then 
studied the charts, rejecting some data as probably erroneous (either 
because inconsistent with other, nearby data, or because implausible for 
physical reasons). They also compared the charts with their own previous 
forecasts. Using both data and their earlier predictions, forecasters then 
drew maps of the present positions and motions of fronts, zones of high 
and low pressure, temperature gradients, and other phenomena. These 
analysis maps were not exactly the same as the weather maps published 
in newspapers, but they looked very similar, with isolines of pressure and 
temperature, high-pressure and low-pressure centers, wind speed and direc-
tion, and so on. (See   fi gure 10.2 .)   

 Before numerical weather prediction, analysis was an interpretive 
process that involved a shifting combination of mathematics, graphical 
techniques, and pattern recognition. Human interpretation played a crucial 
role in data collection; for example, analysts could sometimes use incom-
plete station reports if they could deduce the reports ’  origins or contents 
from their context. Typically about 2 ½  hours elapsed from the initial 
receipt of data, through analysis, to the composition and distribution 
of forecasts.  13   Analyzing the charts required heuristic principles and 
experience-based intuition as well as algorithms and calculation:  “ . . . the 
manual analyst cannot be expected to use systematic and quantitative 
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methods in his interpolations and extrapolations. His work is rather a 
complicated curve-fi tting by the eye based on a number of more or less 
well-established rules. . . . ”   14   As a result, even with identical data, no two 
analysts produced identical analyses. The forecasting process proceeded in 
a similar way, with similarly idiosyncratic results. 

 Like forecasts made by humans, NWP forecasts began with analyzed 
data. But the analyses NWP required looked much different from the charts 
used by human forecasters. Instead of isolines, zones of high and low pres-
sure, and so on, NWP models required only precise numerical values at 
regular gridpoints. But the model grids had nothing to do with the loca-
tions of actual weather stations, so the models could not ingest raw data 
directly. Nor could they generate the values they needed directly from 
traditional analyzed charts, since isolines rarely intersected gridpoints 
exactly. Therefore, values at the gridpoints had to be interpolated from the 
analyzed charts. The IAS meteorology group noticed this immediately, 

 Figure 10.2 
 Weather analysis circa 1960. 

 Image courtesy of National Centers for Environmental Prediction. 
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long before completing its fi rst computer model. As a result, in 1948, under 
von Neumann ’ s infl uence, the meteorologist Hans Panofsky began research 
into  “ objective ”  (i.e., algorithmic and mathematical) analysis techniques 
for deriving gridpoint values from observational data.  15   With objective 
analysis, the digital world of numerical modeling began to assert its fun-
damental difference from the analog world of pre-computer meteorology. 
Human pattern recognition, a principal basis of all earlier forecasting tech-
niques, would give way to mathematics. Collectively, these processes 
began subtly to change the way in which meteorologists understood both 
the meaning and the purpose of data analysis. In Sweden, at least,  “ objec-
tive analysis seems to have aroused stronger emotions from the meteoro-
logical community than the introduction of objective forecasts. . . .Tor 
Bergeron ’ s reaction to  ‘ Numerical Weather Map ’  analysis was not positive 
to say the least. His concern was not so much that the analysis was not 
accurate enough, but that it was carried out numerically,  by a computer ! 
. . . The analysis was, for a Bergen School connoisseur, not only a method 
to determine the  ‘ initial state, ’  but also  a process whereby the forecasters could 
familiarize themselves with the weather, creating an inner picture of the synoptic 
situation.  ”   16   Bergeron, a principal developer of Bergen School methods, 
wrote that  “ one should not accept the present strict distinction made 
between  ‘ subjective ’  and  ‘ objective ’  methods. . . . In fact, all such methods 
have a subjective and an objective part, and our endeavor is continually 
to advance the limit of the objective part as far as possible. . . . Support 
from intuition will be necessary. ”   17   

 Bergeron ’ s view held true far longer than even he might have expected, 
and not only for the reason he described. A 1991 textbook on atmospheric 
data analysis noted that  “ the objectivity of objective analyses is largely a 
fi ction because analyses of an event produced by two different algorithms 
may differ to approximately the same extent as the subjective analyses 
produced by different forecasters.  Every analysis algorithm embodies a math-
ematical or statistical model of the fi eld structure or process, and the degree of 
success depends on the artfulness of the model choice . ”   18    

 The computer models required values for every gridpoint. Where no 
observational data existed, one could not simply leave empty points; that 
would cause the models to produce meaningless results.   Figure 10.3  illus-
trates the severity of the problem.   

 The dearth of data also posed problems for human forecasters, of course. 
But unlike the computer models, human forecasters already knew some-
thing about typical patterns and atmospheric structures. Usually they 
could fi ll voids in data with intelligent guesses based on experience. 
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 Figure 10.3 
 A section of the JNWPU objective analysis model grid (small crosses) showing obser-

vational data (numbers) before analysis. The grid covers part of the North Atlantic 

Ocean; on the left lie Newfoundland and Nova Scotia. Observational data were 

available for only twelve of the eighty gridpoints shown. 

  Source : G. P. Cressman,  “ An Operational Objective Analysis System, ”   Monthly Weather 

Review  87 (1959), 369. 
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Therefore, in 1955, when the JNWP Unit began operational numerical 
weather prediction, a team of synoptic analysts gridded the analyzed data 
by hand. Superimposing the model grid over the analysis map, they inter-
polated  “ subjectively ”  to the gridpoints, using both mathematical methods 
and interpolation  “ by eye. ”  The latter technique proved especially impor-
tant in areas, such as the Pacifi c Ocean, that had few upper-air stations. 

 The aforementioned analysis technique soon proved inadequate, largely 
because the JNWP Unit ’ s forecast model turned out to be considerably 
more sensitive than existing methods to the quality of input data. While 
human forecasters typically performed only fi rst-order differentiation 
during interpolation, the computer model solved second-order and third-
order differential equations. In other words, the models performed a fi rst-
order differentiation and then differentiated the result. They repeated this 
process for a third-order equation. Each successive differentiation amplifi ed 
error. A more painstaking  “ subjective ”  analysis could reduce these errors, 
but it would take too long. For operational purposes, then, the JNWP Unit 
adopted a sketchier, less accurate routine that could be completed in a few 
hours. By this point, the forecast model itself took only a few minutes to 
run. Thus, not only did the  “ subjective ”  analysis process produce an unac-
ceptably high error rate; it also consumed much more time than any other 
part of the forecasting process. 

 Other features of early models also made them more sensitive than 
existing practices to certain sources of error. For example, the new models 
gradually settled on data inputs and forecasts for the 500-mb pressure level, 
which occurs at about 5 km above sea level, quite a bit higher than the 
pre – World War II norm of 700 mb, about 3 km above sea level. (The pres-
sure at sea level is 1014 mb.) This shift presented substantial advantages. 
At 500 mb, where it is less infl uenced by surface topography, the atmo-
sphere behaves more regularly. Also, theorists now saw 500 mb as a  “ steer-
ing level ”  that guided the movement of surface weather. And Air Force 
weather reconnaissance aircraft fl ew at that altitude, providing crucial 
input data.  19   However, errors in radiosonde height determination increased 
with altitude, rendering the 500-mb observations less accurate than those 
at 700 mb. Defi ciencies in the upper-air data network made this problem 
even worse. Intercalibration of radiosondes, especially those from different 
manufacturers, remained rudimentary. Slow reporting and communica-
tion meant that the full set of upper-air reports did not arrive for at least 
six hours after the nominal observing time.  20   To complete their task in 
time, analysts had to settle for an incomplete set of reports. 
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 After about six months of routine NWP using subjective analyses as 
input data, the JNWPU introduced objective analysis. In fact the earliest 
models already contained a few interpolation routines. For example, inputs 
to the fi rst JNWPU prediction model consisted of  “ subjective analyses ”  at 
1000, 700, and 400 mb. But since the NWP program actually needed values 
for 900 mb rather than 1000 mb, it interpolated the 900-mb values. Later 
the program also interpolated its own output, producing forecast charts at 
1000 mb and 500 mb from its results at 900 and 400 mb.  21   The 500-mb 
analysis and forecast became the de facto standard around 1958. 

 How did objective analysis work? The JNWPU ’ s fi rst, experimental anal-
ysis program defi ned a 1000  1000 km square around each gridpoint. Next, 
it searched for all available observed data within that square. If it found 
no data, the program skipped that gridpoint and moved to the next one. 
If it did fi nd data, the program fi tted a quadratic surface to all the data 
points within the search square. It then interpolated a value on that surface 
for the gridpoint. The program repeated this process six more times in 
order to generate values for the gridpoints skipped on the fi rst pass for lack 
of data. At each pass it progressively enlarged the size of the search square, 
up to 1800 km. During these additional passes, the program treated both 
actual observations and the gridpoint values interpolated on earlier passes 
as data.  22   In this way, the program gradually generated values for every 
point on the grid. This technique worked well for areas densely covered 
by observations, but performed poorly in large data-void regions.  23   

 Slightly before the JNWPU, the international NWP group in Stockholm 
pioneered a different approach to objective analysis. Instead of calculating 
all gridpoint values from the current set of incoming data, as was done in 
the JNWPU method, it took the most recent previous forecast as a  “ fi rst 
guess. ”   24   Forecasters had long applied this technique to data-sparse areas 
such as the Pacifi c Ocean. It worked better in such regions for two reasons. 
First, sometimes data (perhaps from a ship)  had  been available at the time 
of the previous forecast, but were not available for the current analysis 
period (perhaps because the ship had traveled out of the area). Second, the 
previous forecast represented  “ the expected positions of high and low pres-
sure systems which moved into the [data-sparse] area from regions in 
which the density of observing stations  was  suffi cient to establish their 
identity and approximate motion. ”   25   Substantial pressure systems would 
not normally dissipate completely during a 12-hour or 24-hour forecast 
period. If those systems moved into a data-void region, then, the observing 
system might no longer  “ see ”  them, but this did not mean they were gone. 
The previous forecast gave a reasonable guess as to how they might have 
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moved and developed. Using  “ prior information ”  in this way made more 
sense than running each new forecast only from current data, as if nothing 
was already known about the atmosphere ’ s recent history. In the case of 
very large data voids, such as those in the southern hemisphere, climato-
logical averages could provide plausible fi rst guesses, a technique fi rst 
operationalized in the Soviet Union.  26   

 Since they were output from the previous numerical forecast, fi rst-guess 
 “ data ”  gave initial values for the entire grid. The objective analysis program 
then corrected the fi rst-guess values using current observational data, 
weighting the observations more than the forecast values. In the forecast-
analysis cycle, the forecast model ’ s output became the fi rst-guess input to 
the current round of objective analysis, which in turn served as input to 
the forecast model for the next forecast period. The US Weather Bureau 
soon adopted a modifi ed version of this approach, while the UK Met Offi ce 
pursued the pure interpolation method. Most subsequent systems of objec-
tive analysis descended from these two techniques. 

 None of the imaginable alternatives to objective analysis were remotely 
practical. No one even suggested the impossible project of reconstructing 
the actual observing network on some ideal grid. Nor did anyone contem-
plate basing models on the actual distribution of observing stations. To 
make modeling tractable you had to use a grid, and to use a grid you 
needed data for the gridpoints. So gridpoint values for computer models 
had to be  created , using some combination of interpolation and the fi rst-
guess method. This did not mean inventing data from nowhere. Instead, 
an entire subfi eld of meteorology developed around mathematical inter-
polation techniques. The following section briefl y recounts the evolution 
of weather analysis and interpolation.  27   

  “ Models Almost All the Way Down ”  

 With ever more sophisticated interpolation algorithms and better methods 
for adjudicating differences between incoming data and the fi rst-guess 
fi eld, objective analysis became a modeling process in its own right. 
Gridded analysis  “ products, ”  as they are known, constituted  models of data , 
in Patrick Suppes ’ s well-known phrase  28  :  “ structures into which data are 
embedded that add additional mathematical structure. ”   29   The philosopher 
Ronald Giere once put the point as follows: 

 . . . when testing the fi t of a model with the world, one does not compare that 

model with data but with  another model , a model of the data. . . .The actual data are 
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processed in various ways so as to fi t into a model of the data. It is this latter model, 

and not the data itself, that is used to judge the similarity between the higher level 

model and the world. . . . It is models almost all the way down.  30   

 Objective analysis fi t hand in glove with automated data entry and quality 
control. The analysis model could compare each observation with both the 
fi rst-guess  “ background ”  fi eld and the values it had interpolated for nearby 
gridpoints. Any observation deviating greatly from either of these probably 
contained an error and could safely be rejected. (This assumption did lead, 
on occasion, to rejection of correct data.) Typically, other quality controls, 
such as checking for correct code formats and climatological  “ reasonable-
ness, ”  were also applied during this  “ pre-analysis ”  or data selection process. 
Systematically rejected data could help identify problems with instruments 
or procedures at the reporting stations. Used recursively in this way, analy-
sis became the cornerstone of a decades-long transformation that auto-
mated much of the meteorological workfl ow while refi ning the observing 
system ’ s quality. 

 Objective analysis also offered meteorologists a precise technique for 
measuring effects of the global data network ’ s limitations. Exactly how 
much payoff in predictive skill could they expect from a certain increase 
in network density? With limited resources, where should they concentrate 
their efforts to improve the network? Applying objective analysis to ideal-
ized observing situations led to the somewhat surprising conclusion that 
network density mattered less than many believed.  31   In these studies, 
investigators created bogus data to simulate observing networks of various 
densities. These  “ simulated data ”  were then processed by analysis models, 
and fi nally by forecast models. As illustrated in   fi gure 10.4 , initially these 
 “ observing system simulation experiments ”  seemed to show that beyond 
a station separation of about 500 km increased network density would 
bring little improvement in either analysis or forecast accuracy. Since 
reducing station separation led to exponential increases in the number of 
stations required, the costs would be far greater than the benefi ts.   

 The increasing recursiveness of simulation-based science — exemplifi ed 
here by the observing system simulation experiments — caused some 
members of the meteorological community to suspect fl aws in the whole 
NWP enterprise. For example, these critics noted, as NWP became an 
unstoppable juggernaut, the quality of 500-mb synoptic-scale forecasts 
quickly became the benchmark. S 1  skill scores, the basic measure of forecast 
accuracy, did show steady improvement at the 500-mb level.  32   These 
500-mb forecasts — large-scale fl ow patterns at an altitude roughly 5 km 
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above the surface — mattered greatly to aviation. Yet the accuracy of surface 
forecasts lagged far behind, as can be seen in   fi gure 10.5 . These meteorolo-
gists worried that NWP ’ s large-scale approach would never help much with 
predicting the small-scale turbulent phenomena, such as rains, tornadoes, 
and snowstorms, that mattered most to the majority of forecast users. 
Finally, one critic noted,  “ the gridpoint data to which the forecasts are 
compared  are themselves derived from computer analysis  of the actual observa-
tions. ”   33   In other words, the S 1  skill score simply measured the difference, 
at each gridpoint, between the forecast value and the analyzed value, on 
only one variable (pressure). Thus the S 1  score did not directly measure 
progress in predicting ground-level weather, the only thing that matters 
to most people. (Indeed, progress on surface forecasting remained meager 
for many years. Surface precipitation forecasts did not improve at all 
between 1966 and 1972.) During the 1960s and the early 1970s, much 
simpler statistical forecast models appeared to deliver roughly equivalent 

0.65

0.55

0.45

0.35

0.40

0.60

0.50

Barotropic
model

3-level
geostrophic

model

Pre-numerical prediction

6-level primitive
equation model

36-hour 500 mb
forecast

30-hour
surface forecast

S
1
 s

c
o

re

1948 1954 1960 1966 1972

 Figure 10.5 
 Changes in S 1  skill scores at the US National Meteorological Center, 1948 – 1972 
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accuracy, raising the question of whether NWP ’ s complexity and expensive 
computer requirements were really justifi ed.  34     

 Simulating data to test simulation models; using one model ’ s output to 
measure another one ’ s quality: welcome to the mirror world of computa-
tional science. These features bothered traditional meteorologists, yet they 
represented a major trend throughout the natural sciences.  35   Indeed, after 
about 1960 the recursive application of information technology to its own 
design became a unique characteristic of IT-based infrastructures of all 
sorts.  36   

 Meteorologists ’  concerns about the limits of computational methods 
intertwined with amorphous apprehensions about how automation might 
affect human skill and professional pride. In part to assuage forecasters ’  
fears of competition or displacement, the US National Weather Service 
called its global model products  “ numerical guidance. ”  The service for-
warded not only its fi nalized forecasts (NWP output), but also its objective 
analysis. Regional and local forecasters used both — rarely without altera-
tion — to create their own forecasts. 

 Although computerized forecasts have improved steadily, to the point 
that most now exceed human skill, human intervention remains neces-
sary. In a small percentage of cases involving unusual or extreme weather 
situations, revisions based on human experience can still improve the 
quality of a forecast.  37   Since extreme weather situations can be among the 
most dangerous for human communities, the importance of these experi-
ence-based judgments can far exceed their number. 

 Thus, while forecast models got most of the press, in many ways objec-
tive analysis mattered even more in the mid-twentieth-century transforma-
tion of meteorology. Because of the time required for fully mathematical 
interpolation, forecasters could not even have attempted the technique 
before electronic computers. Further, they probably would not have 
attempted it in the absence of NWP models ’  demands for gridded data, or 
in the absence of their error-amplifying properties. As an added, at least 
equally important benefi t, objective analysis entrained the automation of 
data handling. 

 Without objective analysis techniques, subjective analysis would have 
remained the principal limitation on the speed of forecasting. At fi rst, some 
weather services kept pace with NWP models ’  increasing appetite for data 
using human analysts organized into teams (  fi gure 10.6 ). But as the teams 
grew larger, reconciling multiple analysts ’  contributions — with the varia-
tions inherent in manual analysis techniques — grew progressively more 
diffi cult. By the early 1960s, dramatic declines in the cost of computer 
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power had sealed the contest ’ s outcome. Objective analysis simply grew 
cheaper than human team effort.  38   By speeding the analysis process, the 
programs soon permitted consideration of more vertical levels than human 
forecasters had ever tried to handle.   

 Everything, All the Time: From Interpolation to 4-D Data Assimilation 

 Modelers soon realized that they could carry the logic of objective analysis 
much further.  39   

 First, each forecast already produced a set of values for every model 
gridpoint. Therefore, to analyze the situation on Tuesday, they could start 
with Monday ’ s forecast. In other words, rather than zero out the entire 
grid and start each forecast with nothing but incoming observations, they 
could use the previous forecast as an intelligent guess at current gridpoint 
values, then use the data to correct the guess. As weather systems moved 

 Figure 10.6 
 A weather data analysis  “ assembly line ”  in the 1960s. 

 Image courtesy of National Centers for Environmental Prediction. 
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from data-rich regions into data-poor ones, this method would  “ carry ”  
good information from the forecast into an area with few observations. 
For example, say that Monday ’ s forecast showed a well-defi ned low-
pressure zone, detected by numerous instruments, moving southeast into 
an un-instrumented ocean area. Tuesday ’ s analysis would then show that 
same low-pressure zone, now within the un-instrumented area. Even 
though not verifi ed by observations, this would still be the best informa-
tion available for that area. 

 Second, if models could interpolate data in three spatial dimensions, 
they might also interpolate in the fourth dimension: time. This eventually 
permitted NWP models to ingest a great deal of data previously left out of 
forecasts, such as observations taken at times other than the main synoptic 
hours.   Figure 10.7  shows NWP analysis procedures at the US National 
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Meteorological Center circa 1971, as the analysis procedure began ingest-
ing  “ off-time ”  data, i.e. data collected outside the main synoptic hours. In 
the fi gure,  “ up-dating ”  and  “ down-dating ”  indicate that  “ off-time ”  data 
were inserted into the analysis as if they had been recorded at the synoptic 
hours.  “ Bogusing ”  refers to creating estimates, intelligent guesses, or inter-
polated values for data-void areas.    

 The analysis process corrected the fi rst-guess fi eld using synoptic data, 
but it did not simply replace fi rst-guess values with observed ones. Since 
the observed values did not come from gridpoints, they had to be inter-
polated to the gridpoints, checked for errors, balanced against nearby 
observations to keep fi elds physically consistent, and also balanced against 
the fi rst guess (which in the case of data-void areas might prove a more 
valuable source of information than scattered observations far from the 
center of the void). Forcing, weighting, smoothing, scanning, and fi ltering 
were analysis techniques used to balance and combine the observational 
data with the fi rst-guess fi eld. Meanwhile, other checks ensured that the 
analyzed data maintained physical consistency. For example, mass, 
momentum, and vorticity are all conserved in the real atmosphere; if the 
analyzed data did not refl ect this, values had be adjusted to compensate. 
This mutual adjustment between model-generated gridpoint values and 
observations came to be known as  “ data assimilation. ”  

 The move from simple interpolation to assimilation marked a profound 
transformation in meteorology ’ s  “ models of data. ”  The number of grid-
points in even the simplest forecast models had rapidly far outstripped the 
number of available observations, especially in data-poor regions, and the 
disparity became gigantic as model resolution increased. By 2000, global 
forecast models with a 1 °  horizontal resolution and 20 vertical levels con-
tained roughly 1.3 million gridpoints. With at least four variables (two 
wind vectors, temperature, and moisture), about 5 million values would 
have to be interpolated from the roughly 10,000 – 100,000 available obser-
vations — a procedure unlikely to produce good information at most 
gridpoints.  40   

 Instead, data assimilation typically began  by interpolating the fi rst-guess 
forecast to the observation locations  — the reverse of the original objective 
analysis scheme. Next, it compared these interpolated values with the 
current observations. When they differed, assimilation systems calculated 
a weighted difference between fi rst-guess values and observations, recog-
nizing that both the observations and the fi rst-guess fi elds contained errors. 
Weighting coeffi cients were based on the estimated statistical error covari-
ance of the two sources (roughly, the degree to which the errors in each 
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source tended to be systematically similar or different). This technique, 
known as  “ optimal interpolation ”  or  “ statistical interpolation, ”  created a 
disciplined way to anchor the model-generated fi rst-guess values to the 
observations, producing an  “ assimilated ”  data set whose values all remained 
constrained by the model physics.  41   Unlike simple interpolation (which 
could produce physically impossible combinations of gridpoint values), 
data assimilation ensured consistency with the model physics, if not with 
the real physics of the atmosphere. 

 As data assimilation techniques improved, they transformed forecast-
ing ’ s relationship to observational information in numerous ways. Before 
NWP, forecasters had sought relatively small amounts of data and preferred 
a few trusted, high-quality sources. Low-quality data, large volumes of data, 
irregularly reported measurements, continuous measurements (as opposed 
to discrete ones taken only at synoptic observing hours), and data arriving 
after forecasters had completed their analysis: under the manual regime, 
forecasters could do nothing with any of these and simply ignored them. 
Computer models changed all this. 

 Now, in areas of the computer grids where few observations existed, 
almost any information source was better than none:  “ . . . over the areas 
where there is no uniform network of rawinsonde stations, aircraft reports 
are utilized even though an individual report gives information for just 
one arbitrary level at some arbitrary moment. Similarly, the velocities of 
clouds derived from their apparent movement between successive satellite 
scans are used in areas of sparse information even though the velocities 
and the levels to which they are assigned are gross estimations. ”   42   Data 
assimilation made each piece of observational data interdependent with 
all the other data nearby. This meant that analyzed gridpoint values could 
sometimes be more accurate than the input observations. Tests of the 
models using different combinations of available data supported the sur-
prising conclusion that larger quantities of less accurate, more heteroge-
neous data — data often far below the quality thresholds of previous 
eras — produced better forecasts than smaller sets of more accurate data.  43   
The secret lay in the assimilation system ’ s ability to balance the fi rst-guess 
data with these lower-quality observations through a physical model that 
constrained the range of possible values within physically plausible limits, 
thus reducing the impact of observational errors while still gaining valu-
able corrections to the fi rst-guess fi eld. 

 Data assimilation also transformed forecasting ’ s relationship to time. 
Recall from chapter 2 that decades of effort were required to establish 
uniform observing hours for simultaneous observations. Analysis maps 
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were the practical products of this work. Each map constituted a sort of 
snapshot — a data image or mosaic — of weather at a moment in time. Early 
data assimilation systems continued this tradition, but as techniques grew 
more sophisticated the old conception of the observing system as some-
thing like a still camera receded in favor of  “ four-dimensional (4-D) data 
assimilation. ”  Though experiments with 4-D data assimilation began in 
the late 1960s,  44   the technique did not mature until the early 1980s, 
with the data assimilation experiments conducted during and after the 
Global Weather Experiment. More like a movie than a series of snapshots, 
4-D data assimilation could absorb data as they arrived, building a continu-
ous, dynamic data image of the global atmosphere, seeing everything, all 
the time. 

 Analysis produced through 4-D data assimilation thus represented an 
extremely complex  model   of data , far removed from the raw observations. 
With many millions of gridpoint values anchored to fewer than 100,000 
observations, one could barely even call the analysis  “ based ”  on observa-
tions in any ordinary sense. As the data assimilation expert Andrew Lorenc 
put it,  “ assimilation is the process of fi nding the model representation 
which is most consistent with the observations. ”   45   

 Data assimilation thus refl ected a profound integration of data and 
models, moving forecasting onto a new terrain that has been called  “ com-
putational science. ”  4-D data assimilation and analysis models form the 
core of the modern weather information infrastructure. They link thou-
sands of heterogeneous, imperfect, incomplete data sources, render them 
commensurable, check them against one another, and interpolate in time 
and space to produce a uniform global data image. In my terms, they  make 
data global . Because of this, by 1988 Lennart Bengtsson and Jagadish Shukla 
could write:   “ . . . a realistic global [analysis] model can be viewed as a unique 
and independent observing system that can generate information at a scale fi ner 
than that of the conventional observing system. ”   Bengtsson and Shukla offered 
the following situation — not atypical — as evidence: From August 25 to 
August 30, 1985, because of a breakdown in the regional telecommunica-
tions system, virtually all data for North Africa — a land surface consider-
ably larger than America ’ s 48 contiguous states — were never transmitted 
to the European Centre for Medium-Range Weather Forecasts. Despite this, 
on August 29 the ECMWF ’ s analysis model showed a powerful surface 
vortex in the western Sahara. A Meteosat infrared photograph of the 
region, taken on the same day, confi rmed the reality and the position of 
this vortex. (See   fi gure 10.8 .) With almost no observations available for 
several days before, most of the data used in the analysis came from the 
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forecast for the previous day. Thus, in a sense the analysis model  “ observed ”  
a phenomenon which the data network itself did not directly register.  46   
This was not merely a lucky guess. Analysis models have demonstrated 
their power as independent observing systems over and over again. In 
numerous cases, investigating a systematic disagreement between analysis 
models and instrument readings has uncovered problems with the instru-
ments. Example: Radiosondes sent up from remote Marion Island, 2300 
km southeast of Cape Town, South Africa, consistently reported winds 
that varied by 10 – 12 °  in orientation from the winds generated by the 
ECMWF analysis model. Investigating the discrepancy, the South African 
Meteorological Service discovered that its software erroneously used mag-
netic north, rather than true north, to calculate wind direction from the 
radiosonde signals.  47   The fact that the analysis model proved more accurate 
than the reported readings, despite the near-total absence of other observa-
tions in that region of the world, demonstrates the model ’ s power.   

 The Global Instrument: Integrating Satellites 

 Satellites were the most important new source of measurements since 
the radiosonde. The most important weather instruments rode on polar-

 Figure 10.8 
 Left: Wind observations available at 12:00 UTC, 29 August 1985, fi ve days after last 

receipt of most data from northern Africa. Middle: ECMWF analysis for winds 30 

meters above the surface for the same date and time. Right: Meteosat photograph 

of the same area, 11:55 UTC, 29 August 1985. The area represented is nearly as large 

as the 48 contiguous states of the USA. 

  Source : L. Bengtsson and J. Shukla,  “ Integration of Space and In Situ Observations 

to Study Global Climate Change, ”   Bulletin of the American Meteorological Society  69, 

no. 10 (1988), 1133 – 36. 
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orbiting satellites, which can overfl y the entire planet roughly once every 
12 hours.  48   These were the fi rst truly global instruments,  making global data  
as a matter of course. Yet  making satellite data global  took many years and 
required unprecedented effort, owing to data friction inherent in the new 
forms and to the unprecedented quantities of information satellites could 
provide. For example, NWP required numerical inputs, but early satellites 
and radar  49   provided mainly analog images — a qualitative form of informa-
tion not easily converted into numbers. The meteorologist Margaret 
Courain designated 1957 – 1987 a period of  “ technology reconciliation ”  
during which the weather services strove to reconcile their commitments 
to NWP with the new capabilities of radar and satellites. Instrument 
makers, satellite agencies, and  “ data guys ”  struggled to transform radar and 
satellite data into forms the NWP community could use. Yet even after 
numerical data from instruments such as radiometers became available, 
integrating them into the existing analysis system presented meteorolo-
gists with serious diffi culties. Radiometer measurements corresponded to 
large atmospheric  volumes . These measurements somehow had to be trans-
lated into the precise levels demanded by computer model grids. For these 
reasons, satellites initially helped mainly with local and regional forecast-
ing. Cloud imagery from the polar-orbiting TIROS and geosynchronous 
ATS satellites located tropical storms at sea and gave local forecasters visual 
images of weather systems to accompany their forecast maps. The images 
made for good television, and they rapidly became a staple on the nightly 
news. 

 Yet nephanalysis (analysis of cloud types, amounts, water content, etc.) 
from imagery required extensive interpretation by human beings and did 
not directly generate any quantitative data.  50   Initially, understanding the 
images at all proved extremely diffi cult: 

 We got the pictures from TIROS-1 in 1960 and spent the fi rst year fi guring out what 

we were seeing. The vidicon TV camera was mounted on a spin axis in the orbital 

plane; part of the time it looked at the earth and part of the time it didn ’ t. You got 

oblique views. We struggled to attach latitude and longitude grids to those pictures. 

The problem was to be able to translate onto fl at maps.  51   

 New  “ spin-scan ”  techniques, invented by Verner Suomi and fi rst used on 
the ATS satellite series in 1966, scanned a narrow band below on each 
orbit, as if peeling a single, continuous strip of rind from an orange. These 
strips could then be reassembled into a single image. Still, despite enor-
mous early optimism, scientists found few effective ways to derive quan-
titative data from photographs. For example, initially they hoped that 
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cloud photographs would revolutionize nephanalysis. Yet when the US Air 
Force — for which cloud cover was a principal operational concern — devel-
oped a global nephanalysis model, it ignored satellites in favor of conven-
tional surface, radiosonde, and aircraft observations. Later the Air Force 
incorporated (numerical) satellite soundings measured from visible and 
infrared radiances. Photographs made their appearance only in a fi nal step, 
when human analysts  “ adjusted ”  model output by comparing it with satel-
lite imagery.  52    “ Cloud winds ”  (wind speed and direction estimated from 
successive satellite photographs of moving cloud systems, introduced in 
the late 1970s) became one of the few usable quantitative products of 
imagery. Although satellite photography improved tropical storm tracking 
and regional forecasting, global forecast models did not incorporate neph-
analysis until the late 1980s. Even then, they restricted nephanalysis inputs 
to data-sparse regions and, like the Air Force nephanalyses, relied princi-
pally on numerical data.  53   

 Radiometers or  “ sounders ”  became the fi rst satellite instruments to 
generate data used directly in forecast and analysis models. (See   box 10.1 .) 
The fi rst satellite sounder, SIRS-A (Solar Infrared Radiation Station), fl ew in 
1969 on the Nimbus-3 satellite. Since then many other satellite radiometers 
have observed numerous spectral regions, and have been used to measure 
temperature, humidity, ozone, and other variables at all altitudes.   

 The US National Meteorological Center began experimenting with 
sounder data soon after the SIRS-A satellite reached orbit. Yet for nearly 25 
years satellite data could not be shown to improve forecast quality consis-
tently, except in the data-sparse southern hemisphere. Over data-rich 
areas, radiosondes seemed to provide more accurate data. In the northern 
hemisphere, satellite temperature retrievals of the 1980s actually had a 
small  negative  effect on the quality of ECMWF forecasts.  54   Therefore, opera-
tional weather analysis models incorporated satellite soundings only over 
the oceans. Thus the new instruments  made global data , but meteorologists 
could not yet  make those data global . 

 Not until the mid 1990s did satellite sounding consistently contribute to 
forecast skill. This counterintuitive result stemmed directly from the specifi c 
character of numerical weather models. Analysis required vertically gridded 
input — i.e., measurements at a precise series of levels, such as those produced 
by radiosondes. Indeed,  “ in 1969, the NMC director told a NOAA scientist, 
referring to satellite soundings,  ‘ If you can make them look like radiosonde 
data we can use them. ’  ”   55   But the satellite sounders ’  fi elds of view typically 
covered an area 50 km wide, and the radiances they measured could origi-
nate in atmospheric layers up to 5 km in depth. Thus they measured large 
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   Box 10.1 
 How Satellite Sounders Work 

 Satellite sounding instruments measure the atmosphere at various depths 

(hence the analogy to naval sounding, which also appears in the word  ‘ radio-

sonde ’ ). Sounders rely on physical principles connecting radiation absorption 

and emission with gas chemistry. The sun radiates energy at a characteristic 

set of frequencies. The Earth refl ects about 30 percent of this energy back into 

space. The atmosphere, the oceans, and land surfaces absorb the remaining 

70 percent. This absorbed energy is ultimately re-radiated into space at a dif-

ferent set of frequencies, mostly in the infrared portion of the spectrum. Each 

of the atmosphere ’ s constituent gases absorbs energy in certain spectral 

bands, and re-radiates in others. Therefore, as viewed by satellites from space, 

Earth ’ s overall radiance is attenuated in the absorbing bands and amplifi ed 

in the re-radiating bands. Satellite instruments  “ see ”  only the total radiance, 

not the contribution of each gas or atmospheric layer. 

 At fi rst, to convert overall radiances into temperature and other meteoro-

logical variables at different altitudes, computer models  “ inverted ”  the mea-

surements to  “ retrieve ”  the contribution of individual gases. For example, the 

Microwave Sounding Unit (MSU) measured radiation at four frequencies 

(channels 1 – 4). Channel 4 received mostly radiation absorbed and re-emitted 

by oxygen, while Channel 1 received some oxygen radiance, but was domi-

nated by radiances due to surface refl ection and cloud water vapor. Inversion 

applied weighting functions to each channel to determine the radiance con-

tributions of each atmospheric level. (See   fi gure 10.9 .) These weighting func-

tions depended, in turn, on other models and measurements such as those 

contained in the US Standard Atmosphere.  a   Finally, the data thus derived 

were converted into temperature or other variables and gridded horizontally 

and vertically.   

 Since the mid 1990s, new analysis methods have eliminated the need to 

convert radiances to gridpoint data. Instead, analysis and forecasting models 

incorporate radiance measurements directly. In this technique, known as 

 “ direct radiance assimilation, ”  the analysis models simulate the top-of-

atmosphere radiance values — what satellite radiometers actually measure —

 for the atmospheric state predicted by the previous forecast run. Just as with 

other fi rst-guess fi elds, the analysis process then compares the satellite-mea-

sured radiances with the modeled radiances and updates the radiance fi eld 

with measurements wherever the two disagree.  b   
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Box 10.1
(continued)

 Figure 10.9 
 Weighting functions for Microwave Sounding Unit channels 1 – 4, used to 

create a vertical atmospheric temperature profi le from top-of-atmosphere 

radiances in four spectral bands (channels). 

  Source : R. W. Spencer and J. R. Christy,  “ Precision and Radiosonde Validation 

of Satellite Gridpoint Temperature Anomalies. Part I: MSU Channel 2, ”  

 Journal of Climate  5, no. 8 (1992), 848. 

 a.   United States Committee on Extension to the Standard Atmosphere, US Stan -

dard Atmosphere, NOAA-S/T 76 – 15672 (National Oceanic and Atmospheric 

Administration, 1976). 

 b.   UK Met Offi ce,  “ Satellite Microwave Radiances, ”  2007, www.metoffi ce.gov.uk.   

http://www.metoffi
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volumes at a vertical resolution much lower than most atmospheric models 
required.  56   Modelers ’  retrieval algorithms reduced the column-average data 
to vertically and horizontally gridded temperature or moisture profi les. (See 
 box 10.1 .) These mismatched techniques made the gridded retrievals con-
siderably less precise than the original sounder readings. 

 In the mid 1990s, as greater computing power became available and 
modeling shifted decisively from gridpoint to spectral techniques, new 
analysis methods incorporated satellite radiance measurements directly 
into the forecast models alongside so-called  in situ  data.  57   This produced 
an immediate improvement in forecast skill.  “ The reason why the satellite 
soundings had little impact on the forecast [before 1995] was that the satel-
lite retrievals were treated as poor-quality radiosondes (i.e., point measure-
ments) rather than as high-quality volume measurements (i.e., what the 
radiances represent). By assimilating the radiances rather than the retriev-
als, the proper spatial resolution of the data was necessarily represented in 
the model. . . . ”   58   The new methods reversed the original procedure. As 
they did with other observations, the models now transformed the analysis 
variables into top-of-atmosphere radiances (the quantity actually measured 
by the satellite), then updated these fi rst-guess radiances with the satellite 
measurements, then converted the radiance fi eld back into meteorological 
variables. 

 Adding satellite data to 4-D data assimilation systems entailed many 
layers of increasingly detailed, computationally expensive modeling. For 
example, assimilating satellite radiances directly required  “ fast radiative 
transfer ”  models, which compute the radiation emitted or absorbed along 
the satellite ’ s actual viewing path, including surface and cloud refl ectance 
as well as gas emission/absorption. In turn, fast radiative transfer models 
integrate or depend on other models and measurements, such as the 
parameterized results of  “ line-by-line ”  radiative transfer models.  59   Among 
many additional complicating factors, satellite orbits slowly decay over 
time, as they fall ever closer to the Earth. Orbital decay causes the satellite 
instruments ’  angle of observation to change; data modeling must compen-
sate. Meanwhile, newly launched radiometers must be calibrated against 
older ones; continuity of the data record requires an intercalibration factor 
that adjusts for the slight differences in how individual radiometers 
respond.  60   

 In the early 1990s, the complexity of data modeling precipitated a major 
debate — discussed at length in chapter 15 — between climate scientists and 
satellite specialists attempting to reconcile global temperature trends 
derived from microwave sounding units (MSUs) with those measured by 
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radiosondes. Initially, the MSU specialists argued that their data showed a 
slight cooling in the troposphere (the layer of air closest to the Earth ’ s 
surface). Meanwhile, radiosonde data showed a steady temperature increase 
at the same altitudes. Although in public situations this was framed as a 
controversy about  “ data, ”  the scientifi c debate — which continues at this 
writing in 2008 — revolved around whether the models used to invert the 
MSU radiances had correctly accounted for the complicating factors 
described above. Yet radiosonde data  also  require model processing, e.g. to 
intercalibrate the different sensor technologies used by various nations in 
the approximately 3000 weather balloons launched each day from more 
than 800 radiosonde stations around the world. Once again, it ’ s models 
(almost) all the way down. 

 From Reductionism to Reproductionism: Data-Laden Models and 
Simulation Science 

 When I discuss 4-D data assimilation in talks, scientists from other fi elds 
sometimes assume I must be describing some sophisticated version of 
interpolation, i.e. a set of transformations on observational inputs leading 
to data at intermediate points. Yet, although objective analysis began as 
automated interpolation, 4-D data assimilation systems moved into an 
entirely different realm long ago. The difference between raw observations 
and analysis in meteorology is far greater than the difference between raw 
instrument readings and interpolated data in many other fi elds, although 
one can witness various stages of these same transformations taking place 
throughout the sciences. Assimilation models are full-fl edged atmospheric 
simulations; if run with no observational input at all, they would keep 
right on going day after day, month after month, generating physically 
consistent global data images. Where observations are available, they con-
strain the models, but they do not determine their output in any ordinary 
sense of  ‘ determine ’ .  61    

 Traditionally, scientists and philosophers alike understood mathemati-
cal models as expressions of theory — as constructs that relate dependent 
and independent variables to one another according to physical laws. On 
this view, you make a model to test a theory (or one expression of a theory). 
You take some measurements, fi ll them in as values for initial conditions 
in the model, then solve the equations, iterating into the future. Then you 
compare the model result to the measured result. Do they correspond? If 
they do, perhaps your theory explains the phenomenon. If they don ’ t, 
your theory needs some work. This conception of the theory-model 
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relationship jars when applied to weather data assimilation. Yes, analysis 
models are based on theory, and yes, in refi ning them modelers constantly 
compare their output with observations. Yet from the point of view of 
operational forecasting, the main goal of analysis is not to explain weather 
but to reproduce it. You are generating a global data image, simulating and 
observing at the same time, checking and adjusting your simulation and 
your observations against each other. As the philosopher Eric Winsberg 
has argued, simulation modeling of this sort doesn ’ t test theory; it  applies  
theory. This mode — application, not justifi cation, of theory — is  “ unfamil-
iar to most philosophy of science. ”   62   Analysis models are fi lled with obser-
vational data, but the full global data image they generate is driven by — and 
the large majority of its data points are created by — applied theory. In data 
assimilation systems, the theory-ladenness of data reaches a level never 
imagined by that concept ’ s originators.  63   

 At the same time, far from expressing pure theory, analysis models are 
 data-laden .  64   And the same can also be said of all forecast models and 
general circulation models. Stephen Schneider writes: 

 . . . even our most sophisticated  ‘ fi rst principles ’  models contain  ‘ empirical statistical ’  

elements within the model structure. . . .We can describe the known physical laws 

mathematically, at least in principle. In practice, however, solving these equations 

in full, explicit detail is impossible. First, the possible scales of motion in the atmo-

spheric and oceanic components range from the submolecular to the global. Second 

are the interactions of energy transfers among the different scales of motion. Finally, 

many scales of disturbance are inherently unstable; small disturbances, for example, 

grow rapidly in size if conditions are favorable.  65   

 Hence the necessity of parameterization, much of which can be described 
as the integration of observationally derived approximations into the 
 “ model physics. ”  Schneider and others sometimes refer to parameters as 
 “ semi-empirical, ”  an apt description that highlights their fuzzy relation-
ship with observational data. For the foreseeable future, all analysis models, 
forecast models, and climate models will contain many  “ semi-empirical ”  
elements. 

 What should we make of all this? Though it looks very little like our 
idealized image of science, in which pure theory is tested with pure data, 
that image was arguably always a false one.  66   The reductionist ideals of an 
earlier age of science sought always to explain large-scale phenomena 
through smaller-scale component processes. Complementing rather than 
replacing it, in computational sciences such as meteorology a new ideal 
has emerged — an ideal we might call  reproductionism . 
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 Reproductionism seeks to simulate a phenomenon, regardless of scale, 
using whatever combination of theory, data, and  “ semi-empirical ”  param-
eters may be required. It ’ s a  “ whatever works ”  approach — a  “ Pasteur ’ s 
Quadrant ”  method that balances practical, here-and-now needs for some-
thing that can count as data, right up alongside rigorous physics.  67   Eric 
Winsberg begins to get at this when he writes that  “ since simulations are 
used to generate representations of systems for which data are conspicu-
ously sparse, the transformations that they use need to be justifi ed inter-
nally; that is, according to their own internal form, and not solely according 
to what they produce. ”   68   As Sergio Sismondo puts it,  “ Applied theory isn ’ t 
simply theory applied, because it instantiates theoretical frameworks using 
a logic that stands outside of those frameworks. ”  Describing Winsberg ’ s 
analysis, Sismondo continues: 

 Simulations and their components are evaluated on a variety of fronts, revolving 

around  fi delity  to either theory or material; assumptions are evaluated as close 

enough to the truth, or unimportant enough not to mislead; approximations are 

judged as not introducing too much error; the computing tools are judged for their 

transparency; graphics systems and techniques are expected to show salient proper-

ties and relationships.  69   

 The familiar logics of discovery and justifi cation apply only piecemeal. No 
single, stable logic can justify the many approximations involved in repro-
ductionist science. Instead, different logics apply to different model ele-
ments, and the overall enterprise must be evaluated on outcomes alone. 

 Model-Data Symbiosis 

 The theory-model-data relationship in meteorology is thus exceptionally 
complex. Models contain  “ semi-empirical ”  parameters, heuristic principles 
derived from observations. Meanwhile, global data sets are produced by 
simulations, which are constrained but not determined by instrumental 
observations. In earlier work I described this relationship as  “ model-data 
symbiosis, ”  a mutually benefi cial but also mutually dependent relation-
ship.  70   This idea aligns with recent work by philosophers of science on 
 “ models as mediators ”  — a semi-autonomous  “ third force ”  in science, func-
tioning in the spaces between the real world, instrumentation, and theory.  71   
As Margaret Morrison and Mary Morgan argue, 

 Scientifi c models have certain features which enable us to treat them as a technol-

ogy. They provide us with a tool for investigation, giving the user the potential to 

learn about the world or about theories or both. Because of their characteristics of 
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autonomy and representational power, and their ability to effect a relation between 

scientifi c theories and the world, they can act as a powerful agent in the learning 

process. That is to say, models are both a means to and a source of knowledge.  72   

 The concept of model-data symbiosis also supports the claims of the phi-
losophers Stephen Norton and Frederick Suppe, who argue that  “ to be 
properly interpreted and deployed,  data must be modeled . ”  

 Defi ning scientifi c methods essentially as ways of controlling for the 
possibility of artifactual results, Norton and Suppe argue that model-data 
symbiosis pervades all sciences — even the laboratory sciences, in which 
data modeling allows investigators to remove or correct for artifactual ele-
ments.  “ Even raw data, ”  they argue,  “ involve modeling built into the 
instrumentation. ”  One example is a thermoelectric probe, which derives 
ambient temperature from the current generated by two dissimilar metals 
joined inside the probe. Relating these currents to temperature requires 
parameters for each metal ’ s magnetic permeability. The probe ’ s tempera-
ture measurements must be understood as outputs of a physically instanti-
ated mathematical model.  73   If Norton and Suppe are right, seeking purity 
in either models (as theories) or data (as unmediated points of contact with 
the world) is not only misguided but impossible. Instead, the question is 
how well scientists succeed in controlling for the presence of artifactual 
elements in both theory and observation — and this is exactly how the 
iterative cycle of improving data assimilation systems (and the observing 
network) proceeds. 

 Thus, in global climate science (and perhaps in every model-based 
science), neither pure data nor pure models exist. Not only are data 
 “ theory-laden ” ; models are  “ data-laden. ”  Models allow experimental 
methods to be applied to phenomena that cannot be studied using tradi-
tional laboratory techniques. Because they allow investigators to control 
for artifactual elements not related to the phenomenon under investiga-
tion, models also allow the creation of coherent global data sets. In this 
chapter we have seen how 4-D data assimilation models do this for weather 
data. In the next chapter, we will explore how they do it for climate data. 

 Versions of the Atmosphere: The Changing Meaning of  “ Data ”  

 In this chapter we have seen how, between about 1955 and 1975, weather 
forecasters transformed data analysis from an intuitive scientifi c herme-
neutic — an interpretation of data by skilled human beings — to an  “ objec-
tive ”  product of computer models. Meanwhile, meteorology ’ s arsenal of 
instrumentation grew to include devices, from Doppler radar to satellites, 
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whose raw signals could not be understood as meteorological information. 
Until converted — through modeling — into quantities such as temperature, 
pressure, and precipitation, these signals did not count as data at all. 

 By the late 1960s, early plans for the Global Weather Experiment 
assumed that after being converted into meteorological parameters, raw 
satellite observations had no utility and would normally be discarded.  74   
During the same period, general circulation models emerged as primary 
tools of both weather and climate science. These models simulated the 
evolution of atmospheric states. In weather prediction, these simulated 
states rapidly came to be called  “ forecasts, ”  although even today they are 
only part of the weather forecasting process (which still involves human 
judgment). Similarly, climate modelers at fi rst distinguished model outputs 
from observations using phrases such as  “ simulated data, ”  but maintaining 
the distinction proved linguistically awkward. Over time, despite the 
potential for confusion, climate model results became known simply as 
 “ data. ”   75   Today, data archives at climate laboratories and distributed 
archives such as the Earth System Grid overfl ow with petabytes of  “ data ”  
from simulations, preserved to enable comparisons of models not only 
with observations, but also with each other. 

 Today ’ s meteorologists un derstand the meaning of  “ data ”  very differ-
ently from meteorologists of earlier generations. The panopticism that 
ruled meteorology from Ruskin to Teisserenc de Bort and beyond has been 
slowly but surely replaced by an acceptance of limits to the power of 
observation. In place of Ruskin ’ s  “ perfect systems of methodical and simul-
taneous observations . . . omnipresent over the globe, ”  4-D data assimila-
tion augments and adjudicates spotty, inconsistent, heterogeneous 
instrument readings through computer simulation. Modern analysis 
models blend data and theory to render a smooth, consistent, comprehen-
sive and homogeneous grid of numbers — what I have called in this chapter 
a  data image , rather than a data set. Meanwhile, global data images from 
GCM simulations proliferate. 

 What, then, is  “ global ”  about global data in meteorology? Intuitively, 
one thinks fi rst of the extent of instrument coverage — what I have called 
 making global data . Yet with respect to weather forecasting, at least, instru-
ment readings are literally less than half the story. Rather, it is the  models  
that  make data global . They create a picture — a data image of the world —
 that is complete and whole, even though the observations are not. 

 One might assume that making data global also meant making it uni-
versal: a single, fi xed truth, valid for everyone, everywhere, at all times. 
Instead, something rather different has happened. Using models to make 
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data global legitimized the possibility of alternative data images. The logic 
goes as follows: You will never get perfect knowledge of initial conditions. 
No practical observing mesh will ever be fi ne enough to do full justice to 
the atmosphere ’ s huge range of scales of energy and motion, from the 
molecular to the global. Furthermore, there will always be errors in the 
instruments, errors in the transmission, and errors in the analysis model. 
On top of that, the chaotic nature of weather physics means that tiny 
variations in initial conditions (here, read  “ analyzed global data ” ) often 
produce highly divergent outcomes. Therefore, using a single analyzed 
data set as input to a single deterministic forecast model will always entail 
a substantial margin of error, especially for periods longer than one or two 
days.  76   In the early 1990s, forecasters began to turn this apparent defect in 
their method into an advantage. In a technique known as  “ ensemble fore-
casting, ”  for every forecast period they now generate an  “ ensemble ”  of 
slightly different data sets — different global data images, versions of the 
atmosphere — which collectively refl ect the probable range of error. 
Typically the ensemble contains twelve or more such data sets. Forecasters 
then run the forecast model on each of these data sets, producing a cor-
responding ensemble of forecasts.  77   Characterized statistically, the differ-
ences among these forecasts represent a  forecast of the forecast error . 

 Forecasters can exploit the range of variability represented by the fore-
cast error in numerous ways. One is to create a single forecast by averaging 
the ensemble of forecast runs. This  “ ensemble average ”  forecast generally 
exhibits greater accuracy than any of the individual forecast model runs 
used to generate it. Another technique is to calculate confi dence levels for 
individual variables. The forecasts often  “ cluster ”  or  “ tube ”  into several sets 
of outcomes, defi ning the most likely variations. Both the US Weather 
Service and the European Centre for Medium-Range Weather Forecasts 
currently provide global ensemble forecasts in addition to their determin-
istic (single-run) forecasts. Numerous regional and national forecasting 
centers use ensemble techniques for medium-range forecasts over smaller 
areas. 

 An astounding proliferation of data images accompanies this process. 
At this writing, in 2008, the ECMWF ensemble forecasting system creates 
51 different 10-day forecasts — a  “ 51-member ensemble ”  — every day. The 
ensemble includes one control forecast based on the unaltered analysis. 
The Centre then runs its forecasting model on 50 additional data sets.  78   
Each of these is created by introducing slight perturbations into the initial 
global analysis, corresponding to the likely range of error in the analysis. 
The result is 51 different data images. 
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 Which of these 51 images most closely resembles the state of the real 
atmosphere? No one can know for sure. Any or all of the 50 perturbed 
analyses might be more accurate than the initial one. And these 51 daily 
analyses are merely a few of those weather centers produce each day. Other 
production ensembles, new analysis models under testing, reanalyses inte-
grating backward as well as forward in time — for any given day in the 
recent past, hundreds, even thousands of global data analyses, each one 
slightly different from all the others, exist in the computers and data 
repositories of the world ’ s weather centers. 
 
 
 
 
 
 
 
 
 
 





 11     Data Wars 

 Climate is essentially the history of weather, averaged over time. So one 
might be forgiven for assuming that climate  data  are simply weather data, 
averaged over time. After all, we are talking about the same primary vari-
ables (temperature, pressure, wind, etc.), measured by the same instru-
ments at the same places, usually by the same people, transmitted through 
the same communication systems, under standards set by agencies of the 
same organizations. 

 Yet in the course of writing this book I was regularly met with blank 
stares, puzzlement, and hostile comments.  “ You ’ re talking about  weather  
data, not  climate  data, ”  some interlocutors said, apparently offended on 
some deep level that I would dare to do such a thing. It took me a long 
time to understand the reason for their discomfort. An outsider, I had 
walked onto the central battlefi eld of a long, low-level war. Meteorologists 
are perhaps the nicest people you will ever meet; they fi ght quietly and 
politely. But the war is no less real, and the stakes are high. 

 Over decades, climate scientists have accumulated a long litany of frus-
trations with the overwhelming focus of the global observing system on 
forecasting. Many of them feel that operational agencies mostly ignored 
climatology ’ s needs until quite recently, managing instruments and han-
dling data in ways detrimental to the long-term climate record. As a result, 
the colossal quantities of weather data mostly cannot be used by climatolo-
gists, who are instead forced to rely on the much smaller  “ climate quality ”  
data sets they have collected themselves. Since the 1980s, a series of high-
level review commissions and WMO programs have repeatedly argued the 
case for more consistent data practices, better documentation and calibra-
tion of changes, and climate-relevant satellite instrumentation in the 
overall data system.  1   Some weather scientists now think the tables have 
turned. Burgeoning budgets for climate-change research, they believe, have 
stripped funding from other priorities, such as the forecasting of severe 



288 Chapter 11

weather. Since hurricanes, tornadoes, and similar phenomena regularly 
kill people and cause extreme damage, they bitterly complain, forecasting 
of severe weather should receive at least as much priority as climate 
change. 

 So exactly what  is  the difference between weather data and climate data, 
and why does it matter so much? Does the difference  make  a difference? 
How does it affect knowledge of climatic history, validation of climate 
models, and forecasts of the climatic future? Can computer models make 
 “ weather data ”  into  “ climate data ” ? 

 The distinction stems from important differences between forecasting 
and climatology. These concern, especially, the following: 

  •    the overriding  purposes  of data collection 
  •    the major  priorities  governing data collection 
  •    which  data sources  fi t those priorities and purposes 
  •    how to assess and control  data quality  
  •    the degree to which  computation  is centralized or distributed 
  •    how each fi eld  preserves data  from the past. 

 As we have seen throughout this book, observing systems and standards 
changed often and rapidly over time, creating temporal discontinuities and 
inconsistencies. These  “ inhomogeneities, ”  as meteorologists call them, 
rendered large quantities of weather data unusable for climatological pur-
poses. Meanwhile, until the late 1980s, when climate politics became a 
major public issue, climatologists ’  pleas for greater attention to their data 
needs fell mostly on deaf ears. 

 Yet in recent decades, with fast, high-quality 4-D data assimilation, 
forecasting and climatology have begun to converge. Reanalysis of global 
weather data is producing — for the fi rst time — consistent, gridded data on 
the planetary circulation, over periods of 50 years or more, at resolutions 
much higher than those achieved with traditional climatological data sets. 
Reanalysis may never replace traditional climate data, since serious con-
cerns remain about how assimilation models  “ bias ”  data when integrated 
over very long periods. Nonetheless, the weather and climate data infra-
structures are now inextricably linked by the  “ models of data ”  each of these 
infrastructures requires in order to project the atmosphere ’ s future and to 
know its past. 

 The next two sections sketch how scientists understand weather data 
and climate data. The rest of the chapter examines how the historical 
distinction between these two forms of data is changing, producing a 
proliferation of data images of the atmosphere ’ s history. 
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 Weather Data 

 When scientists talk about  “ weather data, ”  they mean the information 
used in forecasting. For this purpose, speed and well-distributed coverage 
are the highest priorities. In today ’ s World Weather Watch (WWW), syn-
optic data from the Global Observing System (GOS) are transmitted via the 
Global Telecommunication System (GTS) to the Global Data Processing 
and Forecast System (GDFS). GDFS models fi rst analyze the data, fi lling in 
values for voids in the observing system, then create forecasts from the 
analysis. Once analyzed, the original sensor data are mostly archived in 
vast tape libraries. Since only a few facilities have the connectivity and the 
computer power to receive and analyze global sensor data in real time, the 
analyses produced by those facilities matter much more than the raw 
sensor signals used to produce them. 

 At this writing, the Global Observing System includes roughly 15 satel-
lites, 100 moored buoys, 600 drifting buoys, 3000 aircraft, 7300 ships, 900 
upper-air (radiosonde) stations, and 11,000 surface stations. The GOS ’ s 
core remains the synoptic network, consisting of six Regional Basic Synoptic 
Networks (RBSNs) of land-based stations reporting in real time (ideally, 
eight times a day). This network structure is tightly linked to numerical 
modeling:  “ GOS requirements are dictated to a large degree by the needs 
of numerical [forecasting] techniques. ”   2   The World Meteorological 
Organization ’ s goal for the RBSNs has hovered at about 4000 stations ever 
since the WWW ’ s inception in 1968. However, that goal has been frus-
trated by the failure of Africa, Central America, South America, and parts 
of Asia to expand their networks. In 2004, only 2836 RBSN stations met 
the full reporting goal, a decline of more than 200 stations since 1988.  3   
The crucial upper-air network also shows a troubled picture. Station imple-
mentation peaked in the early 1990s before dropping off again, with 
coverage of the southern hemisphere reaching only about 50 percent of 
the WWW ’ s goal. (Because upper-air stations launch  “ consumables ”  —
 radiosondes and rawinsondes — they cost more than simple ground sta-
tions.) Further, more than 30 percent of all weather-station reports are 
never used in forecasting, having failed to reach forecasting centers within 
2 hours. The number of unavailable reports reaches 65 percent in some 
regions.  4   

 Satellites are expensive in absolute terms. Merely launching one into 
orbit can cost $75 million – $400 million. A typical mission (including the 
launch, the satellite, insurance, and ground monitoring over the satellite ’ s 
lifetime of 3 – 10 years) costs between $500 million and $1 billion. But since 
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a single polar-orbiting satellite can survey the entire planet twice a day, 
such satellites actually cost little relative to the gigantic quantities of infor-
mation they provide. Sending up satellites also requires far less  political  
effort than expanding the surface network, since it can be done by a single 
country or by a regional consortium such as the European Space Agency. 
For these reasons, meteorologists have persistently sought more and better 
satellites to make up for continuing defi ciencies in GOS surface and radio-
sonde observations. These factors have reduced incentives to build out the 
surface network, even though many meteorologists would still like to see 
that happen. 

 Today satellites provide about 98 percent of the roughly 75 million data 
items evaluated by the European Centre for Medium-Range Weather 
Forecasts during every 12-hour forecast period.  5   Not all of these data are 
actually used by the system, however. In particular, only about 5 percent 
of satellite radiance data enters the analysis. Even after this fi ltering, 
however, satellite data still outnumber — by ten to one — those from all 
other instruments combined. Nonetheless, recent studies confi rm the 
importance of the terrestrial network (surface plus upper-air). In the ocean-
dominated southern hemisphere, where the terrestrial network is small and 
poorly distributed, satellites improve forecast quality dramatically. But in 
the extra-tropical northern hemisphere, where the terrestrial network is 
densest (and where most of the world ’ s people live), satellite data provide 
only modest improvement over the terrestrial network alone.  6   

 Throughout the NWP era, forecasters sought to improve the quality of 
forecasts as quickly as they could. They introduced new instruments, new 
mathematical techniques, and new computer models into the observation-
analysis-forecast system as soon as they could be shown to work better 
than their predecessors. As a result, the observing system changed con-
stantly, with new satellite radiometers, radiosondes, precipitation gauges, 
thermometers, and many other instruments added to the mix. Meanwhile, 
analysis and forecast models also evolved swiftly. The ECMWF, for example, 
produced its fi rst operational forecast in 1979. That center soon formalized 
a continuous revision procedure, testing each new model by running it in 
parallel with the previous version for several months before replacing the 
old model with the new one. At this writing, the ECMWF model had 
already completed 32 revision cycles — on average, more than one revision 
each year. These kinds of changes in observing systems and forecast models 
never took place all at once or globally. Instead, national meteorological 
services managed their own changes and schedules. As we will see in 
more detail below, the frequent and rather chaotic revisions of observing 



Data Wars 291

systems and analysis processes created tremendous diffi culties for climate 
scientists. 

 The World Meteorological Center system, developed for the World 
Weather Watch, centralized the computation of global weather forecasts. 
The weather stations that generate the original sensor data perform virtu-
ally no computation; they simply report instrument readings. Indeed, 
today more than 3000 of the roughly 11,000 surface stations in the Global 
Observing System are automated. Unstaffed, they broadcast readings of 
pressure, temperature, winds, and other variables by radio, Internet, satel-
lite uplink, and other means. Under the WWW, stations in the synoptic 
network transmit reports to the WMCs (Moscow, Melbourne, and 
Washington) via the Global Telecommunication System (GTS). The Global 
Data Processing and Forecast System (GDFS),  7   consisting of the WMCs and 
a handful of specialized centers such as the ECMWF, process the incoming 
data with their global analysis and forecast models. These centers forward 
their analyzed global data and their forecasts to national meteorological 
centers, which may subject them to further processing in order to generate 
their own forecasts. 

 Forecasters historically put low priority on preserving raw data. Even in 
the era of empirical forecasting, forecasters kept vast libraries of analyzed 
charts, but rarely attended to the fate of the original instrument readings 
on which the charts were based. Occasionally the forecasting community 
has adopted some particular set of original sensor data as a benchmark, 
to test the performance of analysis and forecast models. For example, 
modelers and forecasting centers mined data from the 1979 – 80 Global 
Weather Experiment for well over a decade, using those data to refi ne 
analysis and forecast models. Similarly, data about particular hurricanes 
and other extreme events sometimes acquire the status of benchmarks, 
used to compare, test, and improve regional forecast models. For the most 
part, however, once the daily forecast cycle ends, forecasters work only 
with the  processed  data, i.e. the analysis. Original sensor data may or may 
not be stored; usually they are never used again. Sensor data that take more 
than 12 hours to arrive — such as a ship ’ s weather log, data submitted by 
mail, or even ordinary weather station data not reported on time owing 
to a power failure or other problems — are never incorporated into the 
weather data record. For this reason, some have said that four-dimensional 
data assimilation is actually  “ three and a half dimensional. ”  In other 
words, such systems can ingest data that arrive up until the cutoff point 
for a given analysis period, but they cannot (of course) take account of 
near-future data that might correct the analysis further. Reanalysis permits 
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true four-dimensional assimilation, in which future observations as well 
as past observations can infl uence the state of the analysis at any point 
in time.  8   

 Climate Data 

 The purposes, priorities, sources, and character of climate data contrast 
with those of weather data. The purpose of climate data is to characterize 
and compare patterns and trends. This requires statistics — averages, 
maxima, minima, etc. — rather than individual observations. And climate 
scientists care more about measurement quality, station stability, and the 
completeness and length of station records than they care about the speed 
of reporting. For example, whereas up to 35 percent of weather station 
reports are never used in forecasting because they fail to reach forecast 
centers within 2 hours, climatologists often can obtain much higher 
reporting ratios. 

 Climatologists use many of the same data sources as forecasters, but 
they also use many others. Certain kinds of data, such as precipitation 
measurements or paleoclimatic proxies, are crucial to climatology yet have 
little relevance to forecasting. Conversely, some kinds of data useful in 
forecasting play little or no role in climatology. For example, Doppler radar 
revolutionized daily precipitation forecasting, but the data it produces are 
of little interest to climatologists.  9   

 Among the best regional data sources is the US Cooperative Observer 
Network, founded in 1874 under the Army Signal Service. The network 
comprises more than 5000  “ full climatological ”  stations, and 7000  “ B ”  and 
 “ C ”  stations that record mainly hydrological and other special-purpose 
data. Cooperative Observer Network stations are run by private individuals 
and institutions, including university research centers, reservoirs, water 
treatment plants, and agricultural businesses. The Coop Network provides 
both weather and climate data to the National Weather Service (supple-
menting the NWS ’ s offi cial staffed and automated stations) and to many 
other entities. Of the 5000  “ A ”  stations, about 1200 belong to the Historical 
Climate Network, which includes only stations that have  “ provided at least 
80 years of high-quality data in a stable environment. ”   10   The HCN thus 
includes more than twice as many stations as the 512 in the WMO Regional 
Basic Synoptic Network for North and Central America. Although at 
present the total number of US weather stations (including private, educa-
tional, and agricultural stations and  “ mesonets ” ) dwarfs the HCN, these 
stations cannot provide long-term climatological data, because they do not 
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meet the HCN ’ s quality and stability criteria. Only HCN data meet the 
standards for detecting long-term regional and global climate change. 
The point here is that, at least until recently, only some weather-station 
data were useable for climatological purposes, while many climatological 
stations did not contribute to the weather forecast system. 

 When examining pre-twentieth century and paleoclimatic data, clima-
tologists also use numerous  “ proxy ”  sources, including data on non-
meteorological phenomena that depend strongly on climatic conditions. 
These data can provide indirect information about past weather condi-
tions. Examples include ice cores, harvest records, tree rings, and species 
ranges.  11   The precision of proxy data is inherently lower than that of 
instrument observations, and the number of locations for most proxy data 
is small relative to the number of climatological stations operating today. 
Still, before about 1850 proxy data are all we have. Climatologists also 
make creative use of other non-standard sources, including diaries in 
which people recorded such seasonal events as when spring fl owers fi rst 
appeared or snow fi rst fell. 

 Because all knowledge of the climate is based on information about the 
past, climatology has always prioritized preserving data for the long term. 
Climatologists prize long-term, stable, homogeneous data sets, accepting 
transient data sources (such as moving ships or short-lived weather sta-
tions) only in regions where no other data are available. To control data 
quality, climatologists may compare one data set with another for the same 
area, perhaps taken with different instruments (e.g. radiosonde vs. satel-
lite). Metadata — information about station or instrument history, location, 
etc. — are crucial to this process. 

   Table 11.1  summarizes the differences between weather and climate 
data. Because of these differences, today ’ s Global Climate Observing System 
(GCOS) bears less relevance to the issue of climate change than its parallel 
with the Global Observing System (for weather) would suggest. Formally 
established in 1992, the GCOS coordinates, links, and standardizes ele-
ments of existing observing systems to create more consistent global 
climate data. It is not a separate observing system; instead, it represents 
 “ the climate-focused  ‘ system-of-systems ’  framework, or interface, through 
which all the global observing systems of WMO and its UN and non-UN 
system partners work together to meet the totality of national and inter-
national needs for climate observations. ”   12   At present the GCOS network 
includes about 800 surface stations selected from the roughly 10,000 in 
the Global Observing System, plus additional stations from other data 
networks (such as upper-air and ocean stations). GCOS coordination efforts 
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  Table 11.1 
 The principal differences between weather data and climate data.  

 Weather data  Climate data 

  Purpose   Dynamics: forecasting of 
atmospheric motion and 
state 

 Forward-looking, short term 
(days to weeks) 

 Statistics: climate 
characterization, detection of 
climatic change, evaluation 
of climate models 

 Dynamics: general 
circulation 

 Backward-looking, long term 
(years to centuries) 

  Priorities   Speed 

 Well-distributed coverage 

 Forecast skill 

 Completeness (spatial and 
temporal) 

 Stability of data record 

  Principal  
  data sources  

 Surface synoptic network 
(land, ocean) 

 Upper air (radiosonde, 
rawinsonde) 

 Radar 

 Satellites (radiances, visual 
images, cloud winds) 

 4-D data assimilation 
(generates additional data) 

 Climatological stations (some 
climate-only, some in 
synoptic network) 

 Upper air (radiosonde, 
rawinsonde) 

 Satellites: useful but 
problematic; period of record 
is short (1979 – present); must 
be correlated with 
radiosonde record 

 Ships ’  logs (starting in 1850s) 

 Non-instrument sources: 
diaries, proxy measures 
(harvest dates, tree rings, ice 
cores, etc.), especially prior 
to 1850 

 Reanalysis (generates 
additional data) 

  Quality 
assessment 
and control  

 Low quality data sometimes 
useful in areas of poor 
instrument coverage 

 Transient data sources OK 

 Automatic consistency and 
conservation checks during 
data assimilation 

 Data analysis detects 
systematic instrument 
errors 

 Long-term, stable data 
sources prized 

 Transient and low-quality 
data sources rarely used 

 Hand inspection and 
correction of individual 
station records for systematic 
biases and other errors 

 Comparing  “ duplicate ”  
data sets 

 Comparing models and 
observations 

 Metadata on station history 
required for quality control 
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 Weather data  Climate data 

  Computation   Centralized in Global Data 
Processing and Forecast 
System, Regional and 
National Meteorological 
Centers 

 Partially distributed: stations 
calculate monthly means 

 Global statistics calculated by 
localized collectors (WWR, 
MCDW, Global Historical 
Climatology Network, 
individual dataset projects) 

  Preservation   Low priority 

 Stored data used for model 
diagnosis and improvement 

 High priority 

 Stored long-term data are 
fundamental basis of climate 
knowledge 

 

Table 11.1
(continued)

will doubtless improve the global climate record in the long term, but they 
are still too recent to have much effect on the quality of the long-term 
climate record. 

 Meanwhile, climatologists also began to assess the homogeneity of 
individual weather stations ’  records over time. Numerous factors can 
reduce the stability of any time series. Instruments can drift out of calibra-
tion. Moving an instrument from a sheltered to an open location, or from 
the south side of a hill to the north side, can raise or lower recorded values. 
Over long periods, trees growing around a station can reduce recorded 
wind speeds. Industrial energy use, automobiles, home heating, and heat-
absorbing pavement raise local temperature readings in growing cities, 
creating the  “ urban heat island ”  effect. 

 In an infl uential article published in 1953, J. Murray Mitchell dissected 
the many causes of  “ long-period ”  temperature changes in station records, 
dividing them into two principal types.  “ Apparent ”  changes, such as 
changes in thermometer location or shelters, were purely artifactual, stem-
ming from causes unrelated to the actual temperature of the atmosphere. 
 “ Real ”  changes represented genuine differences in atmospheric conditions. 
These could be either  “ directly ”  or  “ indirectly ”  climatic, for example result-
ing from shifts in the general circulation (direct) or variations in solar 
output (indirect). But not all  “ real ”  temperature changes refl ected actual 
climatic shifts, since some were caused by essentially local conditions (such 
as urban heat islands, industrial smoke, and local foliage cover) that had 
nothing to do with the climates of the region or the globe.   Figure 11.1  
details Mitchell ’ s classifi cation of the issues.  13     
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 Since the majority of weather stations are located in or near population 
centers, urban heat islands proved especially problematic for climate data. 
Stations originally located miles outside a city could be engulfed within it 
as time went on, slowly creating an apparent climate change. Similarly, at 
some point virtually every station changed its observing hours, its method 
of calculating daily means, and/or its method of calculating monthly 
means. Changes in stations ’  locations also proved extremely common, 
accounting for up to 80 percent of the inhomogeneities in station records. 
Numerous variables related to the siting, the housing, and other local 
circumstances of instruments can also cause readings to differ substan-
tially, even between sites quite close together. 

 Imperfect calibration of instruments to a standard is another source of 
error. Instruments made by different manufacturers often exhibit system-
atic differences. But even standardized, mass-produced instruments made 
by a single manufacturer can exhibit slight variations. Over time, exposure 
to the elements can alter individual instrument behavior. Then there is 
the problem of  temporal  calibration, as instrument manufacturers change 
their designs and sensor technologies. For example, between 1951 and 
the present, the Finnish V ä is ä l ä  radiosondes used in Hong Kong employed 
at least fi ve different temperature sensors, including two kinds of bimetal 
strips, two kinds of bimetal rings, and a capacitive bead. Such changes 
create discontinuities in the data record.  14   The occasionally dramatic 
discontinuities caused by adopting new instruments, changing station 
locations, and other issues are visible in   fi gure 11.2 , which illustrates 
how precipitation readings in ten countries changed over a 100-year 
period.   

 Most inhomogeneities in climate data have little political valence, but 
there are important exceptions. As we saw in chapter 8, during the Cold 
War the Soviet Union withheld some data, while the People ’ s Republic of 
China withheld virtually all data. These data were not included in any 
Western climate data set until the mid 1980s.  15   Another kind of political 
issue is subtler: 

 . . . consider the station Pula, . . . now managed by the Croatian Hydrometeorological 

Service. Its turbulent history started with the K.K. Central-Anstalt f ü r Meteorologie 

und Erdmagnetismus [Austria]. From 1918 until 1930 it was managed by the Uffi cio 

Centrale in Rome; from 1931 until 1941 it belonged to the Federal Republic of 

Yugoslavia. During World War II it was occupied by the Germans and after 1945 it 

belonged to the Socialist Republic of Yugoslavia. Since 1991 it has been part of the 

network of Croatia.  16   
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 These political changes may have created inhomogeneities due to changes 
in station management or applicable national standards — inhomogeneities 
that may be hard to detect if other nearby stations were simultaneously 
affected by the same changes. 

 The issues discussed above represent only a small sample of the many 
inhomogeneities affecting climate data. Many of these, such as recording 
errors and instrument placement, can be ignored because they are structur-
ally random and thus as likely to be negative as to be positive. Therefore, 
given a suffi ciently large number of stations, random errors of negative 
sign would approximately cancel errors of positive sign. Indeed, studies 
confi rm that inhomogeneities in the  temperature  record can signifi cantly 
affect trends on local and regional scales, but on hemispheric scales their 
effects are minimal. However, it cannot be assumed that all climate vari-
ables exhibit this self-cancellation of random errors — in precipitation, for 
example, the introduction of shielded gauges generally produced higher 
readings worldwide.  17   

 Some recent work suggests that systematic errors may be more wide-
spread than was previously believed. For example, nineteenth-century 
meteorologists throughout the Alps placed precipitation gauges on roof-
tops and thermometers in windows; later, they moved precipitation gauges 
to ground level and mounted thermometers inside screening devices placed 
in open areas (thus reducing the artifactual effects of buildings and pave-
ment). Although stations modifi ed their instrument placement at different 
times, precipitation measurements were systematically higher and tem-
perature measurements lower after instrument placements were changed.  18   
Similarly, a volunteer survey by surfacestations.org indicates a possible bias 
toward positive temperature errors at the majority of US climatological 
stations, due mainly to instrument placement near local heat sources such 
as air conditioner exhaust and parking lots. (However, the quality of the 
survey method and the possibly dubious motives of many volunteers leave 
this result open to question.) Still, on continental to global scales the effects 
of such changes on temperature trends are likely to cancel out. 

 A different and much more problematic issue arises with respect to satel-
lite data. As we saw in chapter 10, most raw sensor readings from satellites 
require some kind of processing to convert them into meteorological 

 Figure 11.2 
 Discontinuities in precipitation readings caused by changes in instrumentation, 

observing practices, and other factors, 1890s – 1980s.  

  Source : T. R. Karl et al.,  “ Detecting Climate Variations and Change: New Challenges 

for Observing and Data Management Systems, ”   Journal of Climate  6 (1993), 1483. 

�
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information. This can be a complex modeling process, as in the inversion 
of microwave radiances, but it also can be a much simpler data-reduction 
process. For example, starting in 1966 the National Oceanic and 
Atmospheric Administration produced gridded data on snow cover from 
visual satellite imagery, interpreted by hand. In 1972, a higher-resolution 
satellite view improved the accuracy of this measurement (still interpreted 
by hand), resulting in an instrument-related increase in the extent of snow 
cover. Snow-cover readings were weekly; monthly data counted a grid cell 
as snow covered if covered with snow for two weeks or longer. The data-
reduction process was altered in 1981; now data workers averaged the 
snow/no snow information from weekly charts, an approach that reduced 
the calculated monthly snow cover in every month except August.   Figure 
11.3  shows the effect of applying the newer algorithm (solid line) versus 
the older algorithm (dashed line) to all data from 1972 on.   

 Further, the National Aeronautics and Space Administration began pro-
ducing snow-cover charts from microwave radiances from the Scanning 
Multichannel Microwave Radiometer (SMMR) in 1978; in 1987 it intro-
duced the Special Sensor Microwave Imager, which included an additional 
microwave channel. These data required processing by multiple algo-
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 Figure 11.3 
 Northern hemisphere snow cover from NOAA polar orbiting satellites, processed 

using a consistent data-reduction algorithm (solid line), vs. the same data as pro-

cessed by earlier algorithms (dashed line).  

  Source : Karl et al.,  “ Detecting Climate Variations and Change, ”  1487. 



Data Wars 301

rithms, each specifi c to how a particular region ’ s land surface qualities 
affect the properties of snow.  19   NASA ’ s microwave data did not agree per-
fectly with NOAA ’ s visual charts; both were recognized to have virtues and 
defects. Thus both instrument changes and algorithm changes affected this 
record dramatically. On satellites, at most only two or three instruments 
of any given type are usually orbiting at any one time. Therefore, the self-
cancellation of random instrument errors that stabilizes the global surface 
record cannot occur with satellites. Further, the dependence of satellite 
data on algorithms and modeling makes such data especially vulnerable 
to an increasingly common problem. Data specialists warn that 

 as more and more data become dependent on processing algorithms, problems such 

as this are likely to grow rapidly unless special care is taken to avoid or at least docu-

ment changes in processing algorithms. For example, traditional direct measure-

ments of precipitation derived from stick measurements or weighing are being 

replaced by tipping devices with built-in conversion processing software. Similarly, 

liquid-in-glass thermometers are being replaced by electronic systems. . . . Automation 

will require indirect sensing of all our climate variables. Special procedures are 

required to archive these measurements in their proper and most basic units so that 

changes in either external software or internal built-in microprocessors will [enable] 

homogeneous reprocessing of the data when the inevitable improvements in the 

system occur.  20   

 Fighting for the Long Term: Building Stability into Change 

 The assortment of issues described above only scratches the surface of the 
vast array of data problems scientists face in their ongoing quest to refi ne 
and extend the historical climate record. Most, if not all, of those problems 
stem from the divergence of purpose and focus between the operational 
systems responsible for weather forecasting and the related but not identi-
cal systems for monitoring climate. Historically, climate scientists have 
often found themselves stuck with damaged goods — leftovers from a much 
larger forecasting enterprise that ignored consistency and reliability in its 
constant drive to move forward with newer, better technology. Until 
climate change became a major public issue, and even afterward, this was 
often a losing battle. 

 Concerns about the stability and reliability of data led to calls — 
repeated over decades in various forms — to improve the climate data infra-
structure.  21   The US National Research Council, the Global Climate 
Observing System, the UN Framework Convention on Climate Change, 
the Intergovernmental Panel on Climate Change, and other agencies have 
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endorsed principles for climate monitoring similar or identical to the 
following: 

 1)    Management of network change.  Assess how and the extent to which a proposed 

change could infl uence the existing and future climatology. 

 2)    Parallel testing.  Operate the old system simultaneously with the replacement 

system. 

 3)    Metadata . Fully document each observing system and its operating procedures. 

 4)    Data quality and continuity.  Assess data quality and homogeneity as a part of 

routine operation procedures. 

 5)    Integrated environmental assessment.  Anticipate the use of data in the development 

of environmental assessments. 

 6)    Historical signifi cance.  Maintain operation of observing systems that have 

provided homogeneous datasets over a period of many decades to a century or 

more. 

 7)    Complementary data.  Give the highest priority in the design and implementation 

of new sites or instrumentation within an observing system to data-poor regions, 

poorly observed variables, regions sensitive to change, and key measurements with 

inadequate temporal resolution. 

 8)    Climate requirements.  Give network designers, operators, and instrument engi-

neers climate monitoring requirements at the outset of network design. 

 9)    Continuity of purpose.  Maintain a stable, long-term commitment to these observa-

tions, and develop a clear transition plan from serving research needs to serving 

operational purposes. 

 10)    Data and metadata access.  Develop data management systems that facilitate 

access, use, and interpretation of data and data products by users.  22   

 The ideal is clear: to integrate the weather and climate data networks, 
forming a genuine, robust, and enduring climate-data infrastructure. 
Governments and private-sector elements have begun to focus on the need 
for reliable predictions of seasonal and interannual climate, as well as of 
long-term climate change. As a result, calls have emerged for an  operational  
climate forecasting system that would provide real-time climate analysis 
and prediction capabilities on a local or a regional scale. The US NOAA/
NCEP Climate Test Bed, for example, envisions  “  ‘ a Seamless Suite of 
Forecasts ’  spanning weather, intraseasonal, interannual, and multi-decadal 
timescales. ”   23   

 Looking backward, climate scientists face the daunting task of refi ning 
and reconstructing the historical record. The infrastructural inversion 
process I have described throughout this book is one major tool for rectify-
ing the climate data record: looking at each station ’ s record, recovering 
whatever can be learned about the station ’ s history, correcting for some 
kinds of changes, rejecting anomalous data points as likely errors, and so 
on. After taking the infrastructure apart, scientists can — sometimes, to 
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some degree — correct the record for errors and systematic biases. From this 
perspective, the climate data infrastructure looks much more fl uid and less 
stable than the dry and certain-seeming lists of numbers it provides might 
otherwise suggest.  

 Global Climate Data — Plural 

 We live on just one planet, with just one real climatic history. Yet when 
climate scientists talk about global climate data, they are talking in the 
plural. Just as with weather, we are multiplying data images for global 
climate. Hundreds, even many thousands of variant data images exist, 
though only a few gain authoritative status, and they have generally (but 
not always) converged over time. 

 As an example, let us explore some data sets behind the most important 
fi gure derived from global climate data: global average tem perature. Usually 
climate scientists express this fi gure as a temperature anomaly time series. 
The  “ temperature anomaly ”  is simply the difference (positive or negative) 
between a given year ’ s temperature and the average temperature of a 
chosen reference period; in   fi gure 11.4 , the reference period is 1961 – 1990. 
This technique allows direct comparison of different data sets without 
regard to their absolute temperature values, which may differ. It also 
permits comparing records from different types of instruments. For 
example, temperature anomaly trends for the lower troposphere from 
radiosonde data correlate well with those from surface thermometer data, 
but the absolute values of radiosonde and surface readings differ substan-
tially. (Temperature varies as a function of altitude.)   

   Figure 11.4 , from the IPCC Fourth Assessment Report (2007), compares 
global temperature trends from nine well-known datasets, all expressed as 
anomalies from a 1961 – 1990 average. Dozens of other global average tem-
perature datasets (not shown here) have also been created from surface 
thermometer data.  24   On the decadal scale, all the trend lines show similar 
tendencies after 1900. Yet clearly they also disagree, sometimes strikingly. 
The fi gure reveals a maximum difference between the various trends of 
about 0.6 ° C before 1900 and 0.2 ° C after 1900. This may not sound like a 
large difference. Yet across the entire period 1840 – 2005, the total difference 
between the minimum temperature (Willett ’ s  – 0.9 ° C) and the maximum 
one (Brohan et al. ’ s +0.45 ° C) is only 1.35 ° C. Thus the maximum disagree-
ment among the trends is nearly half as large as the maximum total tem-
perature change one might read from this chart. Further examination 
reveals other oddities. For example, from 1850 to 1900 the Willett trend 
line offers values well below all the others; also, its slope rises from 1875 
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 Figure 11.4 
 Original legend:  “ Published records of surface temperature change over large regions. 

K ö ppen (1881) tropics and temperate latitudes using land air temperature. Callendar 

(1938) global using land stations. Willett (1950) global using land stations. Callendar 

(1961) 60 ° N to 60 ° S using land stations. Mitchell (1963) global using land stations. 

Budyko (1969) Northern Hemisphere using land stations and ship reports. Jones 

et al. (1986a,b) global using land stations. Hansen and Lebedeff (1987) global using 

land stations. Brohan et al. (2006) global using land air temperature and sea surface 

temperature data is the longest of the currently updated global temperature time 

series (Section 3.2). All time series were smoothed using a 13-point fi lter. The Brohan 

et al. (2006) time series are anomalies from the 1961 to 1990 mean ( ° C). Each of 

the other time series was originally presented as anomalies from the mean tempera-

ture of a specifi c and differing base period. To make them comparable, the other 

time series have been adjusted to have the mean of their last 30 years identical to 

that same period in the Brohan et al. (2006) anomaly time series. ”   

  Source :  Climate Change 2007: The Physical Science Basis  (Cambridge University Press, 

2007). Image courtesy of IPCC. 
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to 1895, where several other lines trend downward. Meanwhile, from 1870 
to 1895 the Brohan et al. trend shows a considerably higher value than 
any of the others. 

 Recently produced global data sets converge more closely, but they still 
show signifi cant differences.   Figure 11.5  compares four data sets produced 
between 2001 and 2006. The trend lines here exhibit a maximum disagree-
ment of around 0.3 ° C in 1880 – 1890 and 0.2 ° C beyond that. Yet the 
1880 – 1890 trends disagree in both slope and sign. What is going on here? 
Why do we have multiple climate data sets in the fi rst place? Why do they 
disagree? How can the  “ same ”  data produce different results? The classical 
scientifi c approach to these questions tries to narrow the fi eld. Some 
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 Figure 11.5 
 Four recent global surface temperature anomaly data sets. The thick trend line here 

represents the same data as the thick trend line in fi gure 11.4. Original legend: 

 “ Annual anomalies of global land-surface air temperature ( ° C), 1850 to 2005, relative 

to the 1961 to 1990 mean for CRUTEM3 updated from Brohan et al. (2006). The 

smooth curves show decadal variations. The [thick] curve from CRUTEM3 is com-

pared with those from the National Climatic Data Center [thin], the Goddard 

Institute for Space Studies [dotted], and Lugina et al. [dashed]. ”  

  Source :  Climate Change 2007: The Physical Science Basis  (Cambridge University Press, 

2007). Image courtesy of IPCC. Colors replaced as noted in brackets to allow non-

color reproduction. 
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data sets are better than others; through a process of examination and 
correction, you hope to approach, asymptotically, a single master data set, 
a defi nitive quantitative account of what actually happened in the atmo-
sphere across the period of record. This approach sees data as history; it 
represents a fundamental premise of scientifi c understanding. Obviously 
we would like to know with greater certainty exactly how much the planet 
has warmed, and numerous scientists have spent their entire working lives 
trying to do just that. The increased convergence of the trend lines in fi gure 
11.5 (versus those in fi gure 11.1) represents the fruit of this effort.   

 Yet just as in the case of ensemble weather forecasting, rather than 
reducing to a single defi nitive set, global climate data images have instead 
proliferated dramatically in the computer age. All the themes I have devel-
oped in this book played parts in this proliferation. The path of change 
closely mirrored that of weather forecasting, but with a delay of 10 – 20 
years. As they proceeded, climate science shifted from the partially distrib-
uted computation characteristic of its past toward massively centralized 
computation in Latourian  “ centers of calculation. ”  

 First, in the 1970s, digitization projects made global climate data widely 
available for the fi rst time by reducing data friction. Digitization made it 
possible to transfer formerly inconceivable volumes of data by exchanging 
data tapes. More recently, data sets mounted on Internet fi le servers reduced 
friction even further. Next, computers reduced the computational friction 
involved in applying complex mathematical techniques. Data centers, 
using an increasingly sophisticated array of interpolation methods, began 
producing  gridded  historical data sets. These centers could now apply con-
sistent standards, and techniques could be retrospectively applied in order 
to  make data global  in the sense of chapter 10. As a result, scientists moved 
beyond simple monthly and annual averages toward a profusion of statisti-
cal methods and modeling techniques. This culminated in the 1990s with 
reanalysis of 40-year data sets through frozen 4-D data assimilation systems 
(discussed in chapter 12). Now scientists are working toward reanalyzing 
the entire 150-year history of instrumental observations. 

 To unearth the changing  “ memory practices ”  of climate science, let us 
fi rst ask: What exactly  is  a  “ global climate data set ”   25  ? As we have seen, 
 “ global climate data ”  are never simply the total collection of relevant 
instrument readings. Until reanalysis, climatology always required long-
term, homogeneous records (see previous section).   Box 11.1  shows that, 
with the exception of Callendar ’ s 1961 effort, the major global climate data 
sets assembled before 1965 used fewer than 200 station records. Like virtu-
ally all hemispheric and global data sets published before 1960, these relied 
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   Box 11.1 
 About the Historical Surface Temperature Series in  Figure 11.4  

  K ö ppen 1881    Used fewer than 100 land stations, covering only the tropics 

and temperate zones.  a   

  Callendar 1938    Discussed in chapter 4; selected about 200 stations 

worldwide. 

  Willett 1950    The most comprehensive global calculation to date, reaching 

back to 1845. Seeking a geographically representative sample, Willett chose 

one station to represent each 10 °  latitude-longitude cell, picking the one with 

the best available long term record. By this procedure he selected 129 station 

records of more than 50 years, plus another 54 stations with 20 – 50 year 

records. Thus Willett managed to cover 183 of a possible 648 10 °    10 °  cells. 

Data for all but two stations were taken from  World Weather Records . Willett ’ s 

global average weighted each station record equally.  b   

  Callendar 1961    Examined some 600 station records,  “ the majority ”  from 

World Weather Records and  “ a few score others from a variety of sources too 

numerous to mention. ”   c   Of these, Callendar estimated that about 74 percent 

were probably reliable; 8 percent showed spurious temperature increases 

probably related to urban locations (heat islands); and 18 percent were prob-

ably unreliable. Therefore he retained only about 450 stations for his study, 

notable also for promoting (again) the carbon dioxide theory of climatic 

change.  d   

  Mitchell 1963    A student of Willett, Mitchell updated Willett ’ s 1950 

study using a nearly identical method and selection of stations. Unlike his 

mentor, however, Mitchell weighted stations according to the surface area of 

the latitude band in which they were located. (Since the surface area of lati-

tude bands is greater near the equator and smaller near the poles, Willett ’ s 

simple averaging technique gave too much weight to high-latitude stations.) 

For this reason, Mitchell ’ s series  e   begins in 1882, the fi rst year in which all 

latitude bands could be adequately represented. The weighting procedure 

accounts for the considerable difference between Mitchell ’ s calculation and 

Willett ’ s. 

  Budyko 1969    This trend line represents only the northern hemisphere above 

about 20 ° N. Budyko ’ s data came from temperature-anomaly analysis maps 

created at the Main Geophysical Observatory in Leningrad. Although many 

station records used to create the maps were drawn from  WWR , 

they also included Soviet records not previously available to Western 

climatologists.  f   

  Jones et al. 1986    Produced by the Climatic Research Unit at the University 

of East Anglia, this global data set used 2194 stations, including hundreds of 

new records recovered from meteorological archives covering previously 

undocumented areas of the Soviet Union, the People ’ s Republic of China, 
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Box 11.1
(continued)

northern Africa, and northern Europe. Jones et al. also produced a gridded 

version of the dataset (5 °  latitude by 10 °  longitude). Rather than use Willett ’ s 

and Mitchell ’ s method of choosing a single station to represent a grid cell, 

Jones et al. interpolated values for each gridpoint from a number of stations 

surrounding each gridpoint. They further introduced numerous corrections 

to existing data. This data set was later expanded to include marine tempera-

tures. Continuously updated and corrected, the CRU gridded data set remains 

one of the most authoritative.  g   

  Hansen and Lebedeff 1987    Based principally on W. M. L. Spangler and R. 

L. Jenne,  World Monthly Surface Station Climatology  (National Center for 

Atmospheric Research, 1984), a digitized, corrected, and updated version of 

 World Weather Records  and  Monthly Climatic Data for the World . Like most 

other investigators, Hansen and Lebedeff introduced corrections of their own. 

For example, they tested the effect of urban heat islands on the global data 

by extracting all stations associated with population centers larger than 

100,000 people  h  ; this reduced the global average change from 0.7 ° C to 0.6 ° C 

across the period 1880 – 1980. 

  Brohan et al. 2006    The massively revised third release (CRUTEM3) of the 

Climatic Research Unit 1986 dataset. It includes quality-controlled monthly 

average temperatures for 4349 land stations. Between 1986 and 2006, numer-

ous previously unreported stations were added, while station records were 

corrected or homogenized by national meteorological services and others.  i   

The trend lines represent only the land-surface component of this dataset. 

The full dataset, HadCRUT3, combines marine and land surface data to 

provide complete global surface coverage (Brohan et al.,  “ Uncertainty 

Estimates in Regional and Global Observed Temperature Changes ” ). 

 a.   W. K ö ppen,  “  Ü ber Mehrj ä hrige Perioden der Witterung — III. Mehrj ä hrige 

 Ä nderungen der Temperatur 1841 bis 1875 in den Tropen der N ö rdlichen und 

S ü dlichen Gem ä ssigten Zone, an den Jahresmitteln Untersucht, ”   Zeitschrift der 

 Ö sterreichischen Gesellschaft f ü r Meteorologie  (1881): 141 – 50. 

 b.   H. C. Willett,  “ Temperature Trends of the Past Century, ”   Centenary Proceedings of 

the Royal Meteorological Society , 1950: 195 – 206. 

 c.   Callendar,  “ Temperature Fluctuations and Trends Over the Earth. ”  

 d.   Ibid. 

 e.   J. M. Mitchell Jr.,  “ On the World-Wide Pattern of Secular Temperature Change, ”  

in  Changes of Climate  (1963). 

 f.   A. Robock,  “ The Russian Surface Temperature Data Set, ”   Journal of Applied 

Meteorology  21, no. 12, 1982. 
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almost exclusively on  World Weather Records .  WWR , fi rst published in 1927 
by the Smithsonian Institution, became the  de facto  standard data source 
for large-scale climatology.  26   Yet the early  WWR  collection effort was  ad 
hoc , based not on a systematic and exhaustive survey but on the personal 
contacts of the collectors. Therefore, the  WWR  collection omitted vast 
swathes of data. For example, it captured only about 5 percent of all avail-
able mid-nineteenth-century data. Over half of its nineteenth-century 
records originated in just three countries: the United States, Russia, and 
India.  27     

 Until quite recently, in fact, climatologists studying regional or global 
climate rarely used raw instrument readings at all. Instead, as we saw in 
chapter 5, from its earliest days climatology relied on a strategy of partially 
distributed computation. Each station calculated its own statistics, such as 
monthly means, and transmitted  only  those results — rather than the instru-
ment readings from which they were calculated — to central collecting 
entities. Initially, this was the mission of the R é seau Mondial. Later, under 
sponsorship of the International Meteorological Organization and the 
World Meteorological Organization,  World Weather Records  assumed 
responsibility for collecting world climate data. In 1959 the US Weather 
Bureau took over  WWR , eventually handing it off to the US National 
Oceanic and Atmospheric Administration, which also published  Monthly 
Climatic Data for the World .   Figure 11.6  shows typical data tables from these 
two publications.   

 g.   P. D. Jones et al.,  “ Global and Hemispheric Temperature Anomalies — Land and 

Marine Instrumental Records, ”  in  Trends Online , Carbon Dioxide Information 

Analysis Center, US Department of Energy, Oak Ridge National Laboratory, 2006; 

Jones et al.,  “ Southern Hemisphere Surface Air Temperature Variations: 1851 – 1984, ”  

 Journal of Applied Meteorology  25, no. 9 (1986): 1213 – 30. 

 h.   J. Hansen and S. Lebedeff,  “ Global Trends of Measured Surface Air Temperature, ”  

 Journal of Geophysical Research  92, no. D11, 1987: 13,345 – 72. 

 i.   P. Brohan et al.,  “ Uncertainty Estimates in Regional and Global Observed 

Temperature Changes: A New Dataset from 1850, ”   Journal of Geophysical Research  

111, no. D12106, 2006; P. D. Jones and A. Moberg,  “ Hemispheric and Large-Scale 

Surface Air Temperature Variations: An Extensive Revision and an Update to 2001, ”  

 Journal of Climate  16, no. 2, 2003: 206 – 23; P. D. Jones,  “ Hemispheric Surface Air 

Temperature Variations: A Reanalysis and an Update to 1993, ”   Journal of Climate  7, 

no. 11, 1994: 1794 – 802.   

Box 11.1
(continued)
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 Starting in 1935, to standardize and facilitate collection of climatic 
data, the International Meteorological Organization asked all national 
weather services to transmit  “ mean monthly values of the main climato-
logical elements ”  early in the following month. To integrate this reporting 
into the condensed weather codes sent over the international telegraph 
network, the IMO (and later the WMO) developed a separate set of CLIMAT 
codes. These reporting requirements were later extended to ocean stations 
and upper-air networks. WMO technical regulations initially set the 
density of the requested climatological network at one station every 300 
km, but this proved impractical; it was later relaxed to one station 
every 500 km.  28   

 The distributed computation strategy reduced computational friction, 
since climatologists could calculate regional or global statistics from the 
reported monthly averages — a much smaller set of numbers than the indi-

 Figure 11.6 
 Sample sections from  World Weather Records  ( WWR , top) and  Monthly Climatic Data 

for the World  (bottom). The  WWR  entry includes the station ’ s method of calculating 

mean monthly temperature. (See table 11.2.) 

  Sources : H. H. Clayton,  World Weather Records  (Smithsonian Institution, 1927); 

 Monthly Climatic Data for the World: January 1998  (National Oceanic and Atmospheric 

Administration, 1998). 
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vidual daily readings. It also reduced data friction, decreasing the volume 
of data that had to be moved from one place to another. But the strategy 
also created latent uncertainty about data quality. While assembling and 
summarizing the incoming data, editors of  World Weather Records  and 
 Monthly Climatic Data for the World  could (and often did) detect gross 
errors, such as reversals of sign, as well as missing data. As a quality-control 
measure, they checked each station ’ s reports against those of neighboring 
stations. However, the large distances (typically 500 – 1000 km) between 
stations made it impossible to detect small or subtle errors with this 
technique. 

 As computers and communication systems matured, climatologists 
began to revisit the entire strategy. In the 1960s, a handful of climate re -
search centers began a painful process of reviewing and recalculating all 
available global climate data. At fi rst they did this mainly by examining and 
cross-checking the statistical reports. The next steps were to seek out and 
include station data missed by  WWR  and other collectors, and to develop 
new techniques for including data records previously deemed too brief. 

 The Soviet data sets created in 1969 by Mikhail Budyko and his col-
leagues represent a special case. In addition to data from  WWR , Budyko ’ s 
group included data from Soviet and other sources that had never been 
incorporated into Western data sets. Whereas most others calculated aver-
ages mathematically, the Soviet climatologists deployed a graphical 
mapping technique. In a project lasting eight years (1960 – 67), the Main 
Geophysical Observatory in Leningrad (now St. Petersburg) prepared 
monthly analysis maps of hemispheric, and later global, surface tempera-
ture anomalies starting from 1881.  29   Beginning with 246 stations in 1881, 
by 1980 the Soviet data set included about 2000 stations. Budyko ’ s group 
fi rst corrected and  “ homogenized ”  the station records. They then plotted 
these records on maps, creating  “ hand-drawn, smooth, synoptic-type anal-
yses ”  much like the subjective analyses of pre-NWP weather forecasting.  30   
Finally, they overlaid a 5 °   10 °  grid on the maps and interpolated from the 
map contours to the gridpoints, releasing the gridded data set on digital 
tape in 1980. 

 Until the mid 1980s, many climate scientists regarded this Soviet 
data set as the best available global source, despite a lack of clarity about 
exactly what corrections had been applied and how. Alan Robock and 
other climatologists working with the Soviet authors under a joint US-USSR 
environmental protection agreement concluded that the Soviet data-
homogenization techniques, though mostly undocumented, were proba-
bly of high quality. Yet the group ’ s subjective analysis techniques rendered 
direct comparison with other data sets problematic.  31   
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 Figure 11.7 
 Top: Evolution of coverage by surface stations in  World Monthly Surface Station 

Climatology  (based principally on  World Weather Records  and  Monthly Climatic Data 

for the World ), with coverage shown as a 1200 km radius around each station. 

Bottom: Surface stations included in the Goddard Institute for Space Studies version 

of  World Monthly Surface Station Climatology  as of 1987. Grid cells demarcate regions 

of equal area. Numbers in each cell represent the date on which coverage began 

(top), total number of stations in that region (middle), and a grid cell identifi er 

(bottom right). Note that 12 of the 40 cells in the southern hemisphere contain 0 – 2 

stations. 

  Source : J. Hansen and S. Lebedeff,  “ Global Trends of Measured Surface Air 

Temperature, ”   Journal of Geophysical Research  92, no. D11 (1987), 13,346 – 47. 

 Reconstructing the Climate Record 

 In the mid 1970s, as climate models matured, climate data specialists began 
to digitize historical climate data and grid it for computer processing. These 
efforts naturally started with the major existing sets of climate data. The 
US National Climatic Data Center and National Center for Atmospheric 
Research digitized and combined  World Weather Records  and  Monthly 
Climatic Data for the World  around 1975, producing a database known as 
 World Monthly Surface Station Climatology  ( WMSSC ). NCAR and NCDC 
made this dataset available to other researchers on magnetic tapes.  32   This 
became the basis for numerous subsequent datasets. The middle numbers 
in each cell of   fi gure 11.7  show the number of stations represented in one 
such dataset produced by NASA ’ s Goddard Institute for Space Studies.  33   
The surface temperature trend derived from this dataset appears as the 
Hansen-Lebedeff line in fi gure 11.4.   

 In the early 1980s, in an international effort based at the Climatic 
Research Unit of the University of East Anglia (with participation from the 
US Department of Energy ’ s newly formed Carbon Dioxide Research 
Division), Phil Jones, Raymond Bradley, Tom Wigley, and others embarked 
on a systematic attempt to recover every available station record from 1850 
on. They surveyed numerous meteorological data centers, libraries, and 
archives to fi nd records not included in  WWR . The team more than 
doubled the number of nineteenth-century northern-hemisphere station 
records. They also increased geographical coverage to include much of 
northern Asia and a number of Atlantic islands. The group then carefully 
interrogated the  WWR  data. Among other things, they found that the 
 WWR  collectors, in their zeal to create a defi nitive record, had introduced 
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 “ adjustments ”  that would create complex diffi culties for future investiga-
tors. With respect to the US data —  “ a very mixed bag ”  — they noted that 
 WWR  included  “ records which have had no adjustments, records adjusted 
for observation time change, records adjusted for location, all of the above, 
none of the above, or some of the above for some of the time. ”   34   For 
example, they found that standard observing times had  “ varied chaotically 
from one country to another, and even from one station to another within 
the same country. ”  Similarly, up until 1950 the  WWR  collectors had 
applied a stringent standard for mean temperature at US stations: that daily 
means should be calculated by averaging 24 one-hourly observations. Few 
stations had ever collected so many readings, so the  WWR  applied an 
adjustment factor to bring them into line with a  “ true ”  24-hourly mean.  35   
The CRU successfully  “ deconvoluted ”  the US data by working backward 
from the  WWR  adjustments. Yet the  WWR  collectors documented many 
of their other adjustments poorly or not at all, leaving future scientists to 
puzzle out exactly what they had done, such as how they had compensated 
for station site changes.  36   The CRU also found that national meteorological 
services had employed a vast variety of slightly different methods to cal-
culate mean daily temperatures.   Table 11.2  shows a sample of the dozens 
of different methods used in the nineteenth and early twentieth centuries. 
Only fi fteen countries maintained a consistent method from the nine-
teenth century onward.   

 Changes in observing hours and methods of calculation could have a 
considerable effect on temperature averages.   Figure 11.8  illustrates the 
problem. Since most of the stations in the US Cooperative Observer Network 
are staffed by amateurs paid (if at all) only tiny sums for their work, the 
network originally accommodated their sleep schedules by setting a  “ cli-
matological day ”  ending at sunset, typically between 5 p.m. and 8 p.m. 
local time, when observers record the maximum and minimum for the 
preceding 24 hours. Later on, the climatological day was shifted to end at 
7 a.m., introducing a  “ time of observation bias ”  into the climate record, 
fi rst noted by Mitchell.  37   For example,  “ observers who report the minimum 
temperature ending at 0700 local standard time can have twice as many 
days with temperatures below freezing under certain climate regimes than 
if they were to observe the 24-hour minimum at 1700 local standard 
time. ”   38   This and other changes in standard observing hours caused an 
artifactual reduction in the average annual temperature of the United States 
of 0.16 ° C across the period 1931 – 1985 (  fi gure 11.8 ). Similarly, neither the 
0700 nor the 1700 climatological-day regime syncs with the midnight-to-
midnight calendar day. Yet readings from both are  attributed  to the calendar 
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  Table 11.2 
 Different methods used to calculate mean daily temperatures in selected countries, 

primarily during the nineteenth century. 00, 03, etc. refer to observing hours. 

Reproduced from J. P. Palutikof and C. M. Goddess,  “ The Design and Use of 

Climatological Data Banks, with Emphasis on the Preparation and Homogenization 

of Surface Monthly Records, ”   Climatic Change  9, no. 1, 1986, 139).  

 Country  Methods used to calculate mean daily temperature 

 Egypt   ½ (max + min); means of 3-hourly observations,  1/8 (00 + 03 +  ·   ·   ·  
21);  ¼ (09 + 21 + max + min);  ¼ (06Z + 12Z + 18Z + min); means 
of 24 hourly values (exact hours unknown) 

 France   ½ (max + min);  1/3 (06 + 13 + 21);  1/3 (06 + 14 + 22); means of 24 
hours, 1/24(01Z + 02Z +  ·   ·   ·  24Z); means of eight 3-hourly 
observations 

 Ghana   1/8 (03 + 06 +  ·   ·   ·  24);  ½ (max + min) 

 Guyana   ½ (max + min); 1/12(00 + 02 +  ·   ·   ·  22);  1/3 (07 + 13 + 18) local time; 
 ½ (12Z + 18Z). 

 Tunisia  Means of 24 hours (exact hours unknown);  ½ (max + min); 
 ¼ (07 + 13 + 19 + (19 + min)/2) 

 USSR   ¼ (01 + 07 + 13 + 19);  1/3 (07 + 13 + 21);  ¼ (01 + 07 + 13 + 21); 
 ¼ (07 + 14 + 21 + 21) 105 ° E meridian time; means of 2 – 4 daily 
observations in 53 different combinations 

 

1931 1941 1951 1961 1971 1981 1991

0.4

0.35

0.3

0.25

0.2

T
e
m

p
e
ra

tu
re

 (
°C

)

0.16°C

 Figure 11.8 
 Estimated changes in US national average temperature caused by changes (at circled 

points) to standard observing hours. 

  Source : Karl et al.,  “ Detecting Climate Variations and Change, ”  1486. 
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day on which they end. The use of climatological days can thus shift 
minima from the fi rst or the last calendar day of a month into the preced-
ing or the following month, altering the calculated monthly average.   

 Before digitization, most efforts to calculate global temperature had 
selected a few stations to represent a given area, such as a 10 °  latitude-
longitude cell.  39   The Soviet graphical effort described above was an excep-
tion, but the lack of documentation for adjustments and interpolation 
techniques made it unreplicable and caused an enduring debate over its 
quality. After digitization, data specialists began to apply mathematical 
interpolation techniques similar to those used in weather forecasting to 
produce gridded global data sets. Here, however, the purpose of gridding 
was not to feed numerical models. Instead, gridding offered a principled 
way to integrate data from multiple stations to generate a single value for 
each grid cell. This, investigators hoped, would reduce the effects of minor 
inhomogeneities and  “ locally unrepresentative individual stations. ”  
Various interpolation strategies and gridding techniques could then be 
compared. An early CRU effort produced the gridded Northern Hemisphere 
data set shown in   fi gure 11.9 . The criterion used required at least six sta-
tions within 300 nautical miles of each gridpoint, each with at least ten 
years ’  data. Temperature anomalies calculated from these data correlated 
very closely with the Soviet data set originally produced by Budyko ’ s group 
and updated by Vinnikov et al.  40     

 Another project took on the 70 percent of Earth ’ s surface area occupied 
by oceans. Beginning in 1981, the International Comprehensive Ocean-
Atmosphere Data Set (ICOADS, originally COADS) project prepared a digi-
tized version of marine atmosphere and sea surface temperatures, using 
marine logbooks dating back to Maury ’ s pioneering effort in 1854. Digital 
versions of some of these records had already been created as early as the 
1890s, when the US Hydrographic Offi ce introduced Hollerith punch 
cards. By the 1920s, punch-card recording had become routine in the 
United States and in Europe. During and after World War II, collectors in 
the United States and elsewhere began accumulating and combining decks 
of cards, recoding them into a single format and eventually transferring 
them to magnetic tape. By 1981, various digitized sources included more 
than 140 million records, about half of them duplicates. These data suf-
fered from most of the homogeneity problems described earlier in this 
section, and from many other problems unique to marine data. For 
example, marine observers originally measured sea surface temperatures by 
throwing a canvas or wooden bucket over the side of a ship, hauling up 
some water, and inserting a thermometer. Some of these buckets were 
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insulated; others were not. With the advent of powered vessels, many fl eets 
switched to a different technique, recording temperatures with a sensor 
placed in the ship ’ s engine-cooling-water intake. Heat from the engine can 
raise the detected value if the sensor is nearby, biasing these readings 
warmer than the sea outside the vessel. The exact depth of the engine 
intake also affects readings. These three methods produce systematically 
different results, and variations within each method create further inho-
mogeneities.  41   The more scientists inverted the infrastructure and recov-
ered metadata, the more they could use algorithms to render data collected 
by these various methods comparable.  42   

 Metadata Friction 

 One might imagine that by now every conceivable source of error and 
possible improvement would have been found, but this is certainly not the 

 Figure 11.9 
 Northern hemisphere climatological data coverage, 1881 – 1980. To count as 

 “ covered, ”  a gridpoint needed at least six stations within 300 nautical miles, each 

with at least 10 years ’  data. Open circles: gridpoints with data available starting in 

1900. Full circles: gridpoints with data coverage starting in the 1950s. Crosses: grid-

points without suffi cient data even after a  “ relaxed interpolation/extrapolation 

procedure. ”  Full circles plus open circles represent usable gridpoints. Note the 

absence of data points across most of the People ’ s Republic of China. 

  Source : P. D. Jones et al.,  “ Variations in Surface Air Temperatures: Part 1. Northern 

Hemisphere, 1881 – 1980, ”   Monthly Weather Review  110, no. 2 (1982), 67. 
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case. Take an example: In the 1990s climatologists began mining WMO 
Publication No. 47,  International List of Selected, Supplementary and Auxiliary 
Ships  (published annually starting in 1955, with numerous irregularly 
issued supplements). These documents described numerous features of 
ships and their onboard observing systems, such as what type of thermom-
eter, anemometer, and barometer they used to measure atmospheric vari-
ables and their height above the sea surface. Publication No. 47 ’ s original 
purpose was to help weather forecasters identify and interpret data reported 
by Voluntary Observing Ships. Once a new version arrived, these opera-
tional users had no need for the old one, so they discarded it. When climate 
scientists began building the Comprehensive Ocean-Atmosphere Data Set, 
they used these manuals as metadata. But most of the year-by-year manuals 
and supplements had been discarded long before. 

 The effort involved in fi nding existing metadata, digitizing them, and 
combining them with whatever metadata you already have might be 
termed  “ metadata friction. ”  Starting in the latter half of the 1990s, inves-
tigators gradually recovered older copies of Publication No. 47, its supple-
ments, and other similar manuals, such as the 1963 UK  Marine Observer ’ s 
Handbook  and  Lloyd ’ s Register of Shipping . They then digitized them and 
added them to existing marine metadata. Where early investigators had 
applied corrections on a fl eet-wide basis, these metadata permitted an 
increasingly fi ne-grained application of corrections, down to the level of 
individual ships.  43   Recently these metadata recovery efforts have led to the 
detection and explanation of a large, sudden drop ( – 0.3 ° C) in sea surface 
temperature (SST) starting in 1945, probably related to a sudden switch in 
the COADS database from dominance by data from US-based vessels using 
engine-intake measurements (1942 – 1945) to data from UK-registered 
vessels using bucket measurements (starting in 1945).  44   This spurious drop, 
if confi rmed, will be corrected in future versions of SST data. 

 Unlike the surface station reports in  WMSSC  and its predecessors, most 
marine records were not inherently climatological. Instead, because ships, 
weather buoys, and most other marine observing platforms are always 
moving, these logs were simply weather records, each for a particular loca-
tion on a particular day. Despite the large number of individual records, 
outside the major shipping lanes the amount of data for any given grid 
cell in any given month is small, especially in the little-traveled southern 
hemisphere. The ICOADS project gridded these data, initially at 2 °   2 ° . 
Then it calculated climatological statistics for each grid cell. In effect, 
ICOADS treated each cell as a single weather station, integrating all mea-
surements from all platforms within that cell for each analysis period 
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(monthly, yearly, etc.) to create a climatological data set. Combining data 
from such a large area (up to 200  200 km, depending on latitude) makes 
more sense at sea than it would on land, where topography and vegetation 
create large local and regional variations. 

 The aforementioned studies have brought increasing attention to sea 
surface temperature, rather than land air temperature, as a potential marker 
of global climate change: 

 Surface air temperature over land is much more variable than the SST. SSTs change 

slowly and are highly correlated in space; but the land air temperature at a given 

station has a lower correlation with regional and global temperatures than a point 

SST measurement, because land air temperature (LAT) anomalies can change rapidly 

in both time and space.  This means that one SST measurement is more informative about 

large-scale temperature averages than one LAT measurement .  45   

 Furthermore, marine air temperature near the surface generally correlates 
closely with sea surface temperature. Therefore, SST can serve as a reason-
able surrogate for marine air temperatures.  46   

 Proliferation within Convergence: Climate Data Today 

 By 1986, the Climatic Research Unit had combined the COADS marine 
data with its land surface data to produce the fi rst comprehensive global 
surface temperature dataset.  47   Since then, this dataset — now in its third 
release, known as HadCRUT3 — has been co-produced by the UK ’ s Hadley 
Centre, which manages marine records, and the CRU, which handles 
land surface data.  48   In the decades since these pioneering efforts, more 
and more land and marine records have been retrieved and digitized. 
The third release of the CRU land surface temperature dataset CRUTEM3 
contained records for 4349 land stations — more than twice the number 
contained in the 1986 release. While many of the additional records rep-
resent new stations added since 1986, many others were historical records 
omitted from  WWR ,  MCDW , and  WMSSC  and recovered through an 
ongoing search. 

   Figure 11.10  shows temperature anomaly trends for land surface (top) 
and SST (middle) components of the HadCRUT3 data set. The much larger 
uncertainties in the land data stem from the much greater variability of 
land surface temperatures, as noted above. The combined whole-global 
trend (bottom) reduces the overall uncertainty because the SST (at 70 
percent of total surface area) dominates. A notable feature of these charts 
is that while the best-estimate land and SST trends are essentially identical 
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until about 1980, they diverge after that, with land temperatures rising 
faster than SST. The reasons for this remain unclear. As Brohan et al. 
explain, this  “ could be a real effect, the land warming faster than the 
ocean (this is an expected response to increasing greenhouse gas concentra-
tions in the atmosphere), but it could also indicate a change in the atmo-
spheric circulation, it could indicate an uncorrected bias in one or both 
data sources, or it could be a combination of these effects. ”   49   Hence, the 
work of infrastructural inversion remains unfi nished, as it probably 
always will.   

 The trend lines in   fi gure 11.10  also represent model/data symbiosis 
(discussed in the previous chapter) in action. The data behind these trend 
lines were fi rst adjusted to reduce homogeneities, then gridded using an 
interpolation procedure, then adjusted for variance (differences in the 
number of observations available within each grid cell). Without these 
adjustments, the data could not be joined into a (relatively) uniform and 
usable whole. 

 What you learn from all this is that if you want global data, you have 
to make them. You do that by inverting the infrastructure, recovering 
metadata, and using models and algorithms to blend and smooth out 
diverse, heterogeneous data that are unevenly distributed in space and 
time. There are many ways to do this, and as a result there have been many 
versions of global data: global climate, plural, a moving target that contin-
ues to shift (albeit within a restricted range). Since the 1980s, a series of 
projects have vastly expanded the number and type of measurements avail-
able to do this, as well as the available tools. These began with digitized 
traditional climatological data from  WWR  and  MCDW , but they have 
expanded to incorporate other sources such as marine weather records 

 Figure 11.10 
 Global averages of land (top), marine (middle), and combined land-marine (bottom) 

atmospheric temperatures from HadCRUT3. The combined land-marine data have 

lower uncertainty than the land surface data alone because 70 percent of Earth ’ s 

surface is ocean. From original legend:    “ The black [center] line is the best estimate 

value; the [medium gray] band gives the 95% uncertainty range caused by station, 

sampling, and measurement errors; the [light gray] band adds the 95% error range 

due to limited coverage; and the [dark gray] band adds the 95% error range due to 

bias errors. ”  

  Source : P. Brohan et al.,  “ Uncertainty Estimates in Regional and Global Observed 

Temperature Changes: A New Dataset From 1850, ”   Journal of Geophysical Research  

111, no. D12106 (2006). Colors replaced as noted in brackets to allow non-color 

reproduction. 

�
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(COADS). The sustained effort and expertise required has had the effect of 
concentrating analysis in a few  “ centers of calculation ”  (in Bruno Latour ’ s 
phrase) — principally the Climatic Research Unit at the University of East 
Anglia, the UK Hadley Centre, NASA ’ s Goddard Institute for Space Studies, 
and the US National Climatic Data Center. These efforts represent the  ex 
post facto  standardization process I described at the beginning of chapter 
10. They have narrowed the range of global temperature trend estimates 
considerably since 30 years ago, when digitization began. Yet each of these 
efforts continues to produce new versions of its global data. Furthermore, 
as we are about to see, this is not the only way scientists have found to 
re-create the history of climate. 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 



 12     Reanalysis: The Do-Over 

 From the earliest national and global networks through the 1980s, every 
empirical study of global climate derived from the separate stream of 
 “ climate data. ”  Climatological stations calculated their own averages, 
maxima, minima, and other fi gures. Central collectors later inverted the 
climate data infrastructure, scanning for both isolated and systematic 
errors and working out ways to adjust for them, seeking to  “ homogenize ”  
the record. All of these efforts presumed — for the very good reasons dis-
cussed above — that only traditional  “ climate data ”  could form the basis of 
that record. 

 But as numerical weather prediction skill advanced and computer power 
grew, a new idea emerged: What about a do-over? What if you could 
rebuild climate statistics  “ from scratch, ”  from daily weather data? And 
what if you could do this not simply by recalculating individual station 
averages, but by feeding every available scrap of weather data into a state-
of-the-art 4-D assimilation system, as if taking a moving data image  with 
a single camera ? What if you could recreate the entire history of weather, 
at every altitude, every gridpoint, every place on the planet — and then 
calculate climate statistics from that? 

 Gathering Resources and Assembling Data 

 The roots of reanalysis lay in the Global Weather Experiment ’ s parallel 
data streams. Recall from chapter 9 that  “ delayed mode ”  data from the 
First GARP Global Experiment (FGGE) took years to analyze. In fact those 
data were analyzed repeatedly — re-analyzed — in order to compare different 
analysis methods and improve the fi nal data quality. Yet although the 
FGGE data gave climate scientists good circulation statistics for that one 
year, World Weather Watch analysis systems kept changing, creating 
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inhomogeneities that built up over time, rendering weather analyses unus-
able for climate studies. 

 But the FGGE experience sparked an idea. In the early 1980s, while it 
was still underway, Lennart Bengtsson, director of the European Centre for 
Medium-Range Weather Forecasts, conceived a project to reanalyze ten 
years ’  observations with a  “ frozen ”  data assimilation system (one that 
would not change during the reanalysis).  1   If such a project were to begin 
in the mid 1980s, Bengtsson argued, it could start with data from the FGGE 
period and continue through 1987. Conveniently, ECMWF ’ s tape archive 
already contained most of the data it would need (or so Bengtsson thought 
at the time). Reanalysis would create a single internally consistent set of 
analyses that could be used to diagnose problems with forecast models as 
well as to study the general circulation. Though a ten-year reanalysis would 
not be long enough to show meaningful climate trends, perhaps future 
reanalyses could reach further back. 

 In 1982, thinking along the same lines, Jagadish Shukla, head of the 
climate section at NASA ’ s Goddard Space Flight Center in Maryland, pro-
posed reanalysis leading to a  “ description of the state of the atmosphere, 
ocean and land surfaces for a ten-year period, 1979 – 1988. ”   2   This reanalysis 
would have supported a proposed Global Habitability Program at Goddard, 
aimed at characterizing long-term environmental trends affecting food 
production, air and water quality, and the habitability of the planet, all 
essentially based on what would later be called an  “ Earth system model. ”  
In the early 1980s, this idea went nowhere, Shukla recalled, and he left 
Goddard in 1983. But in 1985 he received encouragement to propose a 
shorter reanalysis as part of the Tropical Ocean/Global Atmosphere (TOGA) 
subprogram of the Global Atmospheric Research Program.  “ A plan must 
be developed, ”  Shukla told a TOGA panel in 1986,  “ so that all data are 
merged through a global reanalysis scheme, at least once and perhaps 
several times, as analysis and initialization schemes improve. ”  In this way, 
data received after the operational cutoff time could be integrated into the 
analysis, just as in the FGGE Level IIIb analyses. Meanwhile, Kevin 
Trenberth and Jerry Olson of the National Center for Atmospheric Research 
were comparing the operational analyses produced by the US National 
Meteorological Center and the ECMWF between 1980 and 1986 to deter-
mine whether they might be reliable enough for use in climatology. 
Trenberth and Olson found substantial differences between the two analy-
ses, especially in the tropics and the southern hemisphere. Although these 
differences diminished between 1980 and 1986, Trenberth and Olson 
noted that 
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 reduced differences between the analyses do not necessarily mean improved accu-

racy. This is because changes that improve NWP model forecast performance at one 

center are likely to be adopted at the other center, with resulting parallel changes 

in the analyses. Interannual variability and climate change can only be explored 

with these data sets if proper account is taken of the impacts of changes in analysis 

procedures. Consequently a strong case can be made for a reanalysis of the original 

data, preferably enhanced with further observations (either delayed or non-real 

time) that did not arrive before the operationally imposed cut-off, using the same 

state-of-the-art analysis system.  3   

 Trenberth argued that the name  “ four-dimensional data assimilation ”  
misstated the nature of operational analysis, which was actually  “ three and 
a half dimensional. ”  In other words, operational analyses looked backward 
in time, integrating data from the recent past (up to the observational 
cutoff), but they did not look forward in time, correcting the analysis 
with data arriving in the fi rst few hours after the cutoff. But data assimila-
tion systems purpose-built for reanalysis could potentially offer this capa-
bility, leading (in principle) to more accurate, more smoothly varying 
analyses.  4   

 Despite the very high anticipated cost in time, money, and effort, the 
TOGA panel not only endorsed Shukla ’ s proposal but noted that  “ many 
elements of the TOGA Program cannot be justifi ed unless there is the 
prospect of reanalysis. ”   5   Trenberth and Roy Jenne, head of NCAR ’ s Data 
Support section, began examining what data might be available for reanal-
ysis from both NCAR and ECMWF. Jenne ’ s personal notes from this period 
refl ect not only the building ambition, but also the many reservations 
expressed by more cautious participants and as the institutional diffi culties 
of bringing operational forecast centers into the climate business: 

 Good idea, but who is crazy enough to do it? 

 Will cost huge amount of money! 

 Basic variables will be better, but no guarantee that derived quantities will be better 

(heating, fl uxes, etc.) 

 Can freeze the model, but what about the observing system? 

 Why should the forecast centers, with a mission to improve forecasts for the future, 

use their resources to analyze past data? 

 If two separate reanalyses are different, how do you know which one is correct? 

 Let us wait till we have developed methods to include  “ future ”  data in the assimila-

tion system.  6   
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 Additional questions about which institutions would do the work, how 
they would divide the labor, and how the effort would be funded remained 
to be resolved. But apparently the 1986 TOGA meeting convinced admin-
istrators such as Jay Fein, director of the NSF ’ s Climate Dynamics Program, 
to begin marshalling the necessary resources. 

 Bengtsson and Shukla joined forces to compose a landmark paper, 
 “ Integration of Space and In Situ Observations to Study Global Climate 
Change, ”  published in 1988. Having demonstrated the power of the analy-
sis model as a  “ unique and independent observing system ”  (see chapter 
10 above), they proposed to begin a long-term reanalysis (at least ten years) 
no later than 1990. A twenty-year reanalysis could provide decadal climate 
averages, which, Bengtsson and Shukla noted, had  “ never been calculated 
from a homogeneous data set. ”  It could also help in specifying atmospheric 
forcings for ocean circulation models, for analyzing the global hydrological 
cycle (using model-calculated rainfall estimates), and for numerous other 
climatological purposes.  7   Bengtsson and Shukla urged the community to 
get moving right away, but they also recognized that data assimilation 
systems would continue to improve, so that any reanalysis probably would 
have to be repeated later. 

 Production: Data Friction, Again 

 Three major reanalysis efforts took shape between 1986 and 1990. First, 
the Data Assimilation Offi ce (DAO) within NASA ’ S Goddard Laboratory for 
Atmospheres employed a  “ frozen ”  version of the Goddard Earth Observing 
System assimilation system known as GEOS-1. The DAO completed a 
5-year GEOS-1 reanalysis in 1994 and continued through the 1990s.  8   
Meanwhile, the ECMWF planned a 15-year reanalysis, known as ERA-15, 
to cover the years from 1979 (the FGGE year) through 1994. ERA-15 ran 
from 1994 to 1996.  9   The third and most ambitious effort was a cooperative 
project of the US National Centers for Environmental Prediction (then 
called the National Meteorological Center)  10   and NCAR. The NCEP-NCAR 
project initially targeted a 35-year period, 1958 – 1992. Other, smaller 
reanalysis projects also began in the early 1990s.  11   

 The three major reanalyses eventually extended their temporal cover-
age. The GEOS-1 reanalysis covered 1980 – 1995. At this writing the NCEP-
NCAR reanalysis covers the 60-year period 1948 – 2008 and is ongoing. 
These have been followed by  “ second-generation ”  reanalyses using newer, 
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higher-resolution assimilation systems. ERA-40, produced with an updated 
version of the ECMWF model, began in 2000 and covered 1958 – 2002 
(actually 45 years, not 40). Driven by model intercomparison efforts in 
support of the Intergovernmental Panel on Climate Change assessment 
reports, NCEP collaborated with the US Department of Energy on 
 “ Reanalysis-2, ”  for 1979 on, correcting known problems with the NCEP-
NCAR reanalysis.  12   Reanalysis-2 continues at this writing. 

 Great increases in computer power and related improvements in data-
sharing techniques — especially the possibility of data transfers over the 
Internet —  made reanalysis possible, but these projects still faced enormous 
data friction and computational friction. Remember that we are talking 
not about traditional  “ climate data, ”  pre-digested using the partially dis-
tributed computation strategy, but about the daily and hourly readings 
putatively produced by the forecast data network —  all of them . Not only 
surface-station data, but also data from satellites, radiosondes, rawinsondes, 
pilot balloons, aircraft, ships, and other sources would have to be assem-
bled in one place. No one had ever done this before. None of the world ’ s 
weather centers — not even the World Meteorological Centers — maintained 
a complete library of original weather records. 

 Reconstructing a quasi-complete global weather data record required 
creative, painstaking, long-term efforts by data managers. In 1989, the 
ECMWF sent Daniel S ö derman on a mission to scout out possible data 
sources. S ö derman visited fourteen organizations in the United States and 
Europe in June of that year and corresponded with another twenty agen-
cies around the world, collecting information about the location, nature, 
and quality of data that ECMWF did not yet possess.  13   Meanwhile, NCEP 
and NCAR cemented their reanalysis plans. 

 Early in 1991, NCAR ’ s Data Support Section, led by Roy Jenne, embarked 
on an exhaustive search to supplement its already extensive data archive 
with collections from other agencies and national weather services around 
the world.  “ I feel a little scared at the magnitude, ”  Jenne admitted in an 
early paper on the project.  “ We are talking about preparing data sets with 
nearly all of the world ’ s synoptic scale observations. ”   14   Numerous individu-
als and institutions around the world (including NOAA, NASA, GFDL, 
ECMWF, the UK Met Offi ce, and the Japan Meteorological Agency) con-
tributed data. Jenne ’ s notes toward a history of reanalysis include numer-
ous recollections of the complexity involved in this tedious process. For 
example: 



328 Chapter 12

 The USAF had worked during about 1955 – 74 to gather data from many nations and 

key-enter the data onto hundreds of millions of punched cards. This resulted in a 

surface dataset (TD13) with 100 million observations and a large dataset of rawin-

sondes (in TD54). In 1990 the tapes arrived at NCAR. When these arrived, I felt that 

we would have enough observations from at least 1948 for a good reanalysis. Many 

other data sources would also be used. NCDC had worked on a  “ Northern Hemisphere 

Data tabulation ”  project that resulted in the C-Cards dataset that had punched card 

upper air data from GTS (NH) for 1949 – 1965. . . . Plus we got NCDC data for US 

raobs [radiosondes] and it had data from some other countries in early years. And 

NCAR also got data directly from a number of countries. 

 NCAR also had been gathering data from GTS world telecom that could be obtained 

on magnetic tapes. About 1973 we obtained NCEP upper air data from NCEP for 

1962 – 1972 before these 2000 tapes were purged. And we have collections from 

NCEP, USAF, and Navy for all of the recent years starting 1970 or 1973. . . . 

 We had to do a lot more work on the observations to prepare them for reanalysis. 

The location for a lot of observing stations was wrong. One set of aircraft recon data 

had all longitudes wrong by 10 ° . We found date/time problems. We found data 

assigned to the wrong levels in rawinsondes. We found data biased by truncation 

vs. the proper rounding of units. And much more. 

 In conference papers and reports, Jenne and others detailed a myriad of 
other issues with individual data sets.  15     Figure 12.1  shows another sample 
from Jenne ’ s personal notes, intimating the frustrations experienced during 
nearly a decade of work.  16      

 In 1998 NCAR fi nished assembling the full 50-year data set (1948 – 1998). 
The process had consumed about 30 person-years of dedicated effort at 
NCAR alone.  17   Concurrently, the NCEP group led by Eugenia Kalnay had 
prepared the  “ frozen ”  4-D data assimilation system, a modifi ed, reduced-
resolution version of the operational forecast assimilation model. 
Production began in 1994, concurrently with data assembly, in a series of 
stages. The project ’ s fi rst major publication appeared in a special issue of 
the  Bulletin of the American Meteorological Society  in 1996. The special issue 
included (for the fi rst time ever) a CD-ROM with model documentation 
and monthly climatologies produced from some of the reanalyzed 
data. This rapidly became one of the most cited articles in the history of 
meteorology.  18   By 1998, after numerous stops, starts, and reruns of prob-
lematic periods, NCEP had completed reanalysis of the entire 50-year 
period.  19   

 ECMWF ’ s long-term reanalysis, ERA-40, began in 2000 and fi nished in 
2003, profi ting from the ERA-15 experience and from subsequent ECMWF 
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assimilation model improvements to introduce a  “ second-generation ”  
reanalysis model. ERA-40 also benefi ted substantially from data-
preparation work done at NCEP and at NCAR. Since ECMWF ’ s archive 
extended back only to 1979 (when the Centre began operational forecast-
ing), NCAR provided most of the pre-1979 data used in ERA-40 in exchange 
for free access to all ERA-40 data products. For the post-1979 period, 
ECMWF relied mainly on its own extensive data archives, but also collected 
additional data from Australian, Japanese, Russian, and other sources. Like 
the NCEP-NCAR project, ERA-40 encountered data problems, including  “ a 
coding error in surface-level data as received, . . . incorrect times . . . 
assigned to radiosonde reports, and . . . assimilation of erroneous ERS-1 

 Figure 12.1 
 A portion of Roy Jenne ’ s 1998 progress notes on the NCEP-NCAR reanalysis. 

Reproduced with permission. 
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altimeter ocean-wave-height data. ”   20     Figure 12.2  lists the numerous data 
sources included in ERA-40, illustrating some of the discontinuities in the 
data stream as new satellite instruments were launched and old ones taken 
offl ine. Reanalysis models had to adjust for the different instrument char-
acteristics and different variables measured.   

 Reanalysis efforts also had to cope with vast increases in input data 
volumes, especially from satellite radiances. Not only inputs, but also 
outputs grew dramatically. The model used for ERA-15 resolved to a surface 
grid of about 250 km, with 31 vertical levels; its output fi les occupied about 
130 gigabytes per year. Subsequently, the ERA-40 model used a 125-km 
horizontal grid and 60 vertical levels, increasing the size of output data 
fi les by more than an order of magnitude to about 1500 GB per year. For 
comparison, the ECMWF ’ s original FGGE IIIb reanalysis contained just 10 
GB of data. 

 Reanalysis provoked enormous excitement. By the early 2000s, other 
institutions, including the Japan Meteorological Agency, had launched 

TOMS/ SBUV

METEOSAT

Reprocessed

Cloud motion

winds

Conventional surface and upper air observations
NCAR/ NCEP, ECMWF, JMA, US Navy, Twerle, GATE, FGGE, TOGA, TAO, COADS, . . .

Aircraft data

1973

VTPR 

1979

1979

TOVS:

HIRS/ MSU/ SSU

Cloud motion winds

1987

SSM/I 1991

ERS-1 1995

ERS-2

1998

ATOVS:

AMSU-A

1982 1988

1973 

1957 2002

 Figure 12.2 
 Observing systems used in the ERA-40 reanalysis. Except for aircraft data, shaded 

bars represent satellite instruments.  

  Source : S. Uppala et al.,  “ ERA-40: ECMWF 45-Year Reanalysis of the Global Atmosphere 

and Surface Conditions 1957 – 2002, ”   ECMWF Newsletter  101 (2004), 4. Graphic 

courtesy of European Centre for Medium-Range Weather Forecasts. 



Reanalysis 331

major reanalysis projects, and numerous smaller, experimental projects 
had been started.  21   Investigators at NOAA ’ s Earth System Research 
Laboratory used surface pressure data from the pre-radiosonde era to 
extend reanalysis back to 1908, complementing existing studies to create 
a full century of reanalysis data, and they have begun to consider reaching 
even further back, into the late nineteenth century.  22   By 2007, publications 
concerned with reanalysis for climate studies were appearing at a rate of 
250 per year.  23   

 At the same time, reanalysis revealed the depth and intractability of 
problems in both the observing system and the models. The observing 
system ’ s highly heterogeneous instrument types, models, and manufactur-
ers create numerous ongoing disparities in the input data. For example, 
about two dozen radiosonde models are currently in use around the world. 
Each model ’ s measurements differ slightly from those of other models, not 
just as a result of varying materials and construction but also because of 
fundamental differences in how the various radiosondes work: some 
contain temperature and altitude sensors and derive pressure readings from 
those, whereas others measure temperature and pressure directly and 
derive altitude. Various tracking techniques and radiation-correction tech-
niques also affect their readings. Combined, these variations create differ-
ences in measurements of geopotential height. In regions dominated by a 
single radiosonde model, that model ’ s signature can appear in weather 
analyses as fi ctitious circulation features.  24   

 All the assimilation models used in reanalysis to date exhibit biases of 
various kinds, due mainly to imperfect physical parameterizations. (See 
chapter 13.) Though the injection of observational data continually cor-
rects the analysis, the models continually  “ pull ”  in the direction of their 
inherent biases. These small biases do not much affect skill in the short 
time periods addressed by forecasters, but in reanalysis over decades model 
bias asserts itself. For example, for the fi rst years of satellite observations 
the ECMWF ERA-40 assimilation model exhibits a cold bias in the lower 
stratosphere, and other discrepancies in the southern hemisphere below 
45 ° S.  25   

   Figure 12.3  illustrates how model bias can affect reanalyses. In the 
lower diagram, a biased model systematically reaches toward a higher 
value. Each time observations are injected, they pull the result back toward 
the atmosphere ’ s actual state, but over time the model bias produces a 
markedly higher trend — more so when observations are less frequent. In 
the upper diagram, both model and observations are unbiased. The model 
still drifts, but now its fl uctuations are more randomly distributed around 
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the real state of the atmosphere, producing a more accurate trend calcula-
tion over time. Statistical and empirical corrections can make reanalysis 
more accurate, but the underlying problem is not likely to be fully 
resolved.  26   Furthermore, actual observations are not unbiased; instead, they 
are subject to the various errors discussed above, some of which are 
systematic.   

 Fingerprint: Reanalysis Data and Climate Change 

 How well has reanalysis worked? Reanalyses and traditional climate data 
agree well — though not perfectly — for variables constrained directly by 
observations, such as temperature. But derived variables generated mainly 
by the model still show considerable differences.  27   For example, reanalysis 
models do not yet correctly balance precipitation and evaporation over 
land and oceans, whose total quantity should be conserved.  28   This affects 
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their calculations of rainfall distribution, a climate variable that is extremely 
important to human populations and to natural ecosystems. 

 Signifi cant differences remain between the major reanalyses, as well 
as between the reanalyses and major traditional climate data sets.   Figure 
12.4  compares the ERA-40 and NCEP-NCAR reanalyses with the Climatic 
Research Unit surface temperature data set. Notably, the CRU data set 
systematically shows lower temperatures than either of the reanalyses in 
the period before the advent of satellite observations in 1979, and espe-
cially before 1967. For ERA-40, investigators attribute this difference 
to  “ limited availability of surface observations . . . combined with a 
near-surface warm bias in the background forecasts ”  used in the reanaly-
sis.  29   After 1979, however, the reanalyses — especially the ERA-40 second-
generation reanalysis — track the CRU surface temperature data set quite 
closely.   

 As a replacement for traditional climate data, then, reanalysis has so 
far been disappointing. At this writing, even reanalysis ’  most ardent 
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proponents believe that their highest hopes for the do-over — a defi nitive, 
higher-resolution climate data set that might supersede traditional climate 
data — remain unrealized. For the long-term record, most investigators 
prefer to trust traditional data, especially for single variables such as tem-
perature or precipitation. As a result, while the 2007 IPCC report referred 
to the ERA-40 and NCEP-NCAR reanalyses frequently, it treated them as 
supplementary evidence rather than primary data, warning that  “ long-
timescale trends over the full length of the reanalyses [remain] potentially 
unreliable. ”   30   

 Yet the do-over has proved at least modestly successful for certain spe-
cifi c purposes. Reanalysis offers something that traditional climate data 
will never achieve: physically consistent data across all climate variables. 
Traditional climate data are  “ single variable ” : you get a set of averages for 
temperature, another one for pressure, a third for precipitation, a fourth 
for sunshine, and so on. Each type of observation is independent of the 
others, but in the real atmosphere these quantities (and many others) are 
interdependent. Reanalysis models simulate that interdependence, permit-
ting a large degree of cross-correction, and they generate all variables for 
every gridpoint. This allows scientists to study structural features of the 
atmosphere and the circulation not directly measured by instruments. For 
this reason, the greatest successes of reanalysis data for the post-1979 
period have come in so-called fi ngerprint studies. 

 The  “ fi ngerprint ”  metaphor suggests that climate forcings from human 
activity, such as greenhouse gases and aerosols from fossil fuels, may 
produce different patterns from those caused by natural forcings such as 
volcanic eruptions and sunspots. Such fi ngerprints would be multivariate —
 that is, they would appear in the relationships among multiple variables, 
rather than in single-variable climate statistics such as global average tem-
perature. Also, they would be four-dimensional: part of the pattern would 
be temporal, related directly to the increases or decreases in forcings. Once 
you identify a likely fi ngerprint, you will need a data set that includes all 
the fi ngerprint variables, and you will need these data to be temporally 
consistent. That sounds like reanalysis. 

 Predicting a fi ngerprint requires forcing climate models with a realistic 
array of relevant factors on a time-evolving or  “ transient ”  basis.  31   For 
example, rather than simply run the model once at pre-industrial CO 2  
concentrations and again for CO 2  doubling, you increase the CO 2  concen-
tration year by year, corresponding to its actual historical rate of change. 
You do the same for other factors, such as aerosols and other greenhouse 
gases. Now you analyze the changing circulation patterns and climatologi-
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cal averages statistically and temporally, comparing them with control 
runs that contain only natural forcings. You also calculate the amount of 
 “ noise ”  produced by natural variability in the control runs. If your fi nger-
print signal remains after subtracting this noise, you ’ ve found a candidate 
for a  unique  anthropogenic effect, one that could not be caused by any 
known combination of natural events. Then you check the observational 
data. If you see the same fi ngerprint there, you ’ ve found some evidence of 
anthropogenic change. 

 In the early 1990s, climate modelers put forward a number of fi ngerprint 
candidates, but could not strongly confi rm any of them.  32   By the second 
half of the 1990s, numerous studies had detected a variety of probable 
fi ngerprints, but the level of uncertainty in the observational climate 
record still made confi rmation diffi cult.  

 But in 2003 and 2004, a group led by Ben Santer at Lawrence Livermore 
Laboratory used ERA-15 and then ERA-40 reanalysis data to clearly identify 
one model-predicted fi ngerprint: a signifi cant change in the height of the 
tropopause. 33  Heating in the troposphere and cooling in the stratosphere 
would cause the height of the tropopause to rise. Both are GCM-predicted 
responses to anthropogenic greenhouse gases and stratospheric ozone 
depletion. GCM runs including only natural forcing factors, such as solar 
and volcanic activity, do not produce this result. Though still not fully 
confi rmed, this and similar results reached from reanalysis data have 
created cautious optimism that the tropopause height changes seen in the 
ERA-40 reanalysis are real, and that they represent a signifi cant fi ngerprint 
of anthropogenic climate change. 

 The Future of the Past 

 Where is reanalysis going? It is hugely expensive, requiring many weeks 
of supercomputer time as well as ongoing data cleanup like that described 
above. And the do-over has already been done over several times. 
Investigators have proposed new techniques to improve reanalysis prod-
ucts, such as restricting reanalysis inputs to  “ pre-validated ”  data that have 
been temporally and spatially calibrated to reduce observing system het-
erogeneities. Longer-term reanalyses have also been proposed, some begin-
ning as far back as 1850.  34   

 Detecting and attributing climate change and diagnosing model biases 
are no longer the only reasons to reanalyze weather data over and over 
again. NCEP has committed to ongoing reanalysis — at least of the period 
since 1979 — on a regular cycle, because it needs reanalyses at current model 
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resolutions to calibrate its operational climate forecasting system (Louis 
Uccellini, personal communication). So reanalysis has been integrated into 
the infrastructure of climate knowledge. Each round will bring new revi-
sions to the history of climate. Well into the future, we will keep right on 
reanalyzing the past: more global data images, more versions of the atmo-
sphere, all shimmering within a relatively narrow band yet never settling 
on a single defi nitive line. 
 
 
 
 



 13     Parametrics and the Limits of Knowledge 

 In chapters 8 – 12, I explored how scientists use models to process, interpret, 
and reconstruct observations, to  make data global . Models are how we know 
what we know about the history of climate. They are also why we can keep 
learning more about the history of climate, without ever securing a single 
defi nitive version of that history once and for all. The past shimmers. What 
about the future? 

 If we need models to make sense of data about the past, we need them 
all the more to predict whether, and how, the climate will change. Chapter 
7 described how climate models work. Recall the main difference between 
general circulation models of weather and climate: Climate GCMs don ’ t 
start from observations. Instead, they simulate their own climates. Then 
we compare their simulated climates with the real one — or, rather, with 
the data about the climate that we have (re)constructed,  made global,  in all 
the ways the last fi ve chapters have described. 

 Climate models don ’ t use data, I said — and this is true, in the sense that 
they don ’ t ingest observations of the real atmosphere and use them to 
correct their simulations, as weather forecast models or data assimilation 
systems do. Yet climate models use data in many other, very important 
ways. This chapter is about a fuzzy boundary between data, theory, and 
algorithms, a place deep within the practical, everyday work of general 
circulation modeling where modelers combine measured quantities with 
code to calculate the effects of processes too small, too complex, or too 
poorly understood to be modeled directly. These are the  “ semi-empirical ”  
parameter schemes by which modelers handle sub-grid-scale processes, 
known as the  “ model physics. ”  (See chapter 7.) Later in the chapter, I will 
talk about how modelers  “ validate, ”  or  “ verify, ”  or  “ evaluate ”  climate 
models, a perilous choice among seemingly similar terms that amounts 
to the $100 trillion question for climate modeling: Can we trust model 
predictions of climate change? 
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  ‘ Parameter ’  is an interesting word, meaning literally a  “ para-metric ”  or 
 “ para-measure. ”  The prefi x  ‘ para ’ , from Greek, can mean many things, 
including beside, near, along with, beyond, resembling, faulty, undesir-
able, assistant, and auxiliary. According to a glossary maintained by the 
American Meteorological Society,  ‘ parameter ’  refers specifi cally to  “ any 
quantity of a problem that is not an independent variable. More specifi -
cally, the term is often used to distinguish, from dependent variables, 
 quantities that may be more or less arbitrarily assigned values for purposes of 
the problem at hand  ”  (emphasis added). So a parameter is a kind of proxy — a 
stand-in for something that cannot be modeled directly but can still be 
estimated, or at least guessed. 

 Parameterization illustrates the interaction of computational friction 
with the limits of human knowledge. In an ideal climate model, the only 
fi xed conditions would be the distribution and the altitude of continental 
surfaces. Virtually all other variables — sea-surface temperature, land-sur-
face albedo (refl ectance), cloud formation, etc. — would be generated inter-
nally by the model itself from the lower-level physical properties of air, 
water, and other basic elements of the climate system. Instead,  most  physi-
cal processes operating in the atmosphere require some degree of param-
eterization; these parameterized processes are known as the  “ model 
physics. ”  Generating these parameters (or  “ parameterizations, ”  as scientists 
somewhat confusingly call them) is a large part of any climate modeler ’ s 
work.  1   

 Types of Parameterization 

 Parameters may be fi xed quantities, such as coeffi cients, or they may be 
mathematical functions containing both coeffi cients and dependent vari-
ables. The simplest fi xed parameters are specifi ed directly from empirical 
measurements. These include such quantities as solar radiation, the size 
and location of continents, the gravitational constant, and the concentra-
tion of carbon dioxide in the atmosphere. 

 Much more commonly, parameters represent a variable physical process 
rather than a fi xed quantity. An easy way to think about this is to imagine 
modeling rainfall. In principle, you could try to model individual rain-
drops, but it ’ s hard to see how that will help you if you ’ re interested in 
rain over an area the size of Ohio (about the size of today ’ s climate model 
grid cells). You just want to know how much water fell on the whole state, 
and when, so your model of rainfall need not include individual drops. 
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 A major parameterization in all climate models is radiative transfer. The 
atmosphere contains both gases (CO 2 , methane, nitrogen, ozone, oxygen, 
water vapor, etc.) and solids (particulate aerosols, ice clouds, etc.). Each 
one of these materials absorbs solar energy at particular frequencies. Each 
also emits radiation at other frequencies. Those emissions are then absorbed 
and re-radiated by other gases and solids. These radiative transfers play a 
huge role in governing the atmosphere ’ s temperature. Thus, models must 
somehow estimate how much radiation the atmosphere in a given grid 
box absorbs, refl ects, and transmits, at every level and horizontal location. 
This is the problem discussed at the end of chapter 7, which Callendar, 
Plass, M ö ller, Manabe, Rasool, and Schneider all tried to tackle, each 
adding a new level of understanding of the problem ’ s complexity.  “ Line-
by-line models, ”  which combine databases of spectrographic measure-
ments for the various gases with physical models, can carry out this 
summing.  2   Today ’ s best line-by-line models achieve error margins better 
than 0.5 percent. Yet the computational cost of line-by-line models pre-
cludes using them directly in climate GCMs. Therefore, 1980s GCMs used 
fi xed parameters derived from line-by-line model results to approximate 
actual radiation absorption in a given grid box on the basis of its specifi c 
mixture of gases, the angle of the sun ’ s rays at that location, and other 
factors. Today ’ s GCMs go further, incorporating  “ fast radiative transfer 
models ”  that can calculate radiative interactions among various gases and 
radiative interactions with aerosols, clouds, ice clouds, and other features 
of the atmosphere. Modelers have systematically compared these fast radia-
tive transfer codes (i.e., parameterizations) against the results of line-by-
line models, over time bringing them ever closer together. At this writing, 
the best fast radiative transfer models contained in climate GCMs track the 
results of line-by-line models to within about 10 percent.  3   The nesting of 
complex subprocess models within larger GCMs exemplifi es the intense 
interplay among models that has become a hallmark of computational 
science. 

 Let ’ s take another example: cloud physics. Clouds play crucial roles in 
climate. Convection processes responsible for towering cumulus clouds are 
a primary mechanism of vertical heat transport in the atmosphere. Clouds 
also strongly affect surface temperature; they can raise it or lower it, 
depending on conditions. For example, clouds can form a heat-trapping 
 “ ceiling ”  at night, yet their white tops refl ect incoming solar energy back 
into space during the day, cooling the surface. Clouds ’  climatic effects 
depend on many factors, including their altitude, density, and color. They 
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interact with aerosols, which can provide nuclei around which cloud drop-
lets form, and which can also affect clouds ’  color, changing their refl ective 
characteristics. 

 Because clouds affect climate so greatly, and because they are still so 
poorly understood, cloud parameterization remains among the most con-
troversial areas of climate modeling. Clouds develop from  “ complicated 
interactions between large-scale circulations, moist convective transport, 
small-scale turbulent mixing, radiation, and microphysical processes, ”  and 
they remain notoriously diffi cult to study empirically.  4   Many kinds of 
clouds form on scales of a kilometer or less, two orders of magnitude below 
climate GCM resolutions. Therefore, rather than represent cloud formation 
directly — in terms of convection columns, condensation nuclei, and their 
other physical causes — a GCM might calculate the amount of cloud cover 
within a grid box as some function of the independent variables tempera-
ture and humidity. To deal with the issue of scale, climate GCMs typically 
calculate a  “ cloud fraction ”  (the percentage of each grid box covered by 
clouds). This raises the question of what to do when clouds appear at two 
or more levels in the same atmospheric column. If a grid box on one level 
is 50 percent cloudy and another grid box two levels higher is also 50 
percent cloudy, how much of the sky is cloudy at ground level: all of 
it? 60 percent? 75 percent? GCMs must be provided with functions that 
determine how much overlap to specify; this can depend on other 
variables.  5   

 Some cloud parameterization schemes in the earliest GCMs resulted in 
cloud  “ blinking, ”  an oscillation between the presence and absence of cloud 
cover in a given grid box at each time step when certain variables lay just 
at the critical threshold. (Real clouds do not, of course, behave this way.) 
Cloud parameterizations remain problematic even in relatively recent 
models. The Rosinski-Williamson study of round-off error, described in 
chapter 7, discovered that such errors affected cloud parameterization 
in NCAR ’ s CCM-2 far more than they affected the model ’ s dynamical 
core, owing to interaction of the equation specifying cloud behavior 
with the fi xed maximum value specifi ed for relative humidity in the 
parameterization.  6   

 The list of model parameters and their interactions is very long, and 
many of these are just as problematic as those described above. Other 
phenomena not well captured by parameterization include the planetary 
boundary layer (the turbulent layer of air nearest the Earth ’ s surface) and 
such characteristics of land surfaces as roughness, elevation, and heat 
retention. For example, climate models of the early 1990s, operating at a 
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resolution of 500 km, represented the entire region between the Sierra 
Nevada and the Rocky Mountains as a single plateau of uniform elevation. 
Even today ’ s 200-km GCMs can scarcely separate California ’ s Central 
Valley from the mountain ranges on either side of it. Much less can they 
resolve the 50  120 km bowl of the San Francisco Bay, which also is sur-
rounded by mountains. 

 Modelers develop parameterizations by reviewing observational data 
and the meteorological literature. They identify the range of observed 
values and try to fi nd relationships between small-scale processes and the 
large-scale independent variables in their models. When they succeed in 
fi nding such relations, they call the resulting parameters  “ physically 
based. ”  Often, however, they do not fi nd direct links to large-scale physical 
variables. In this quite common case, modelers invent  ad hoc  schemes that 
provide the models with the necessary connections. 

 An example of an ad hoc parameter is  “ fl ux adjustment ”  in coupled 
atmosphere-ocean circulation models (AOGCMs). The interface between 
the atmospheric model and the ocean model must represent exchanges of 
heat, momentum (wind and surface resistance), and water (precipitation, 
evaporation) between the atmosphere and the ocean. These fl uxes — fl ows 
of energy and matter between atmosphere and ocean — are very diffi cult to 
measure empirically. Yet they profoundly affect model behavior. From the 
1970s until the mid 1990s virtually all AOGCMs included  ad hoc  param-
eters, known as  “ fl ux adjustments, ”  that artifi cially altered the modeled 
fl uxes to keep them in line with observed values.  7   Modelers spoke of fl ux 
adjustments as  “ non-physical ”  parameterizations — i.e., ones not based on 
physical theory — but also sometimes characterized them as  “ empirically 
determined. ”   8   In 1997, version 2 of NCAR ’ s Community Climate System 
Model became the fi rst AOGCM to function realistically and stably during 
long runs (centuries) without fl ux adjustment.  9   Since then, many other 
major climate models have also been weaned from fl ux adjustment, but a 
small minority of models included in the 2007 IPCC assessment still used 
the technique.  10   

 Any given GCM ’ s model physics contains hundreds or even thousands 
of parameterizations. The model ’ s overall outputs depend on the interac-
tions among all of these parameterizations, as well as on how they interact 
with the model ’ s dynamical core (equations of motion). The extreme com-
plexity created by all these interactions can make it diffi cult to determine 
exactly why models do what they do. An entire subfi eld — climate model 
diagnosis — works out ways to isolate the origin of particular problems to 
specifi c parameterizations and their interactions. 
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 Tuning 

 Another important part of modelers ’  work is known as  “ tuning ”  the param-
eters.  “ Tuning ”  means adjusting the values of coeffi cients and even, some-
times, reconstructing equations in order to produce a better overall model 
result.  “ Better ”  may mean that the result agrees more closely with observa-
tions, or that it corresponds more closely to the modeler ’ s expert judgment 
about what one modeler I interviewed called the  “ physical plausibility ”  of 
the change. In some cases, parameters are well constrained by observa-
tional data. In such cases, you know the range of values found in the real 
world precisely, so if your parameterization takes you outside that range, 
you know that you must fi x it. In other cases, empirical data don ’ t con-
strain the range so much. A variety of values and ranges may all be plau-
sible within the limits of existing knowledge, so you have to make some 
choices, guided mainly by scientifi c intuition — and by how your choices 
affect model behavior. Such parameterizations, which include clouds and 
aerosol effects, are said to be  “ highly tunable. ”  Since many parameters 
interact strongly with others, changing one parameterization may push 
the behavior of others outside an acceptable range, requiring further 
tuning. 

 Since the mid 1990s, modelers have increasingly focused attention on 
parameterization and tuning of aerosol effects in GCMs. Aerosols are 
microscopic airborne particles, such as dust, soot, and sea salt. Some are 
blown into the air. Others are formed in the atmosphere by interactions 
among gases; their origins are both natural (dust, salt) and human (auto-
mobile exhaust, coal soot). Aerosols infl uence climate in numerous ways, 
most importantly by altering cloud albedo (refl ectance) and by directly 
refl ecting or absorbing heat. As with clouds, much of their behavior derives 
from very small-scale interactions, and they are notoriously diffi cult to 
study  in situ . High-resolution aerosol models now exist that can treat these 
processes explicitly on scales up to a few kilometers, but their computa-
tional demands are too great for use in GCMs. Hence parameterizing 
aerosols in regional and global models remains a work in progress. 

 Though each particular aerosol ’ s properties are different, overall aerosols 
seem to exert a cooling infl uence on climate (  fi gure 13.1 ). Yet the range 
of uncertainty regarding aerosols ’  climatic effects is large. At one extreme 
of that range, aerosols could exert an infl uence nearly as large as those of 
all anthropogenic greenhouse gases together,  but opposite in sign .  11   Climate 
scientists say that aerosols  “ mask ”  the warming effects of greenhouse gases, 
because their lifetime in the atmosphere is short (days to months). If 
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aerosol production were to fall dramatically — for example, because coal-
fi red power plants adopted exhaust scrubbing systems — aerosol levels in 
the atmosphere would drop quickly and the warming effects of greenhouse 
gases would assert rapidly themselves. Further, as the atmosphere warms, 
it becomes more humid. This tends to increase aerosols ’  dropout rate, 
reducing their lifetime in the atmosphere enough to decrease aerosol levels 
even without emissions reductions. 

 This strong sensitivity of the climate system means that getting aerosol 
parameters right matters greatly to modelers ’  ability to project future 
climate change. The crude aerosol parameterizations used in models for 
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the earliest reports of the Intergovernmental Panel on Climate Change 
resulted in an untenably high projected warming. When Mount Pinatubo 
erupted in 1991, ejecting a huge dust cloud that reduced global tempera-
tures by about 0.5 ° C for a number of months, attention to aerosols and 
their parameterization increased dramatically. Yet our understanding of 
aerosol chemistry and physics remains much more limited than our under-
standing of greenhouse gases and other important climate forcings, as 
refl ected in   fi gure 13.1  ’ s long error bars for aerosol effects. Because of this, 
Jeff Kiehl and others have recently raised concerns about the fact that the 
overall outputs of GCMs seem to agree more closely than their aerosol 
parameterizations should permit. The (unconfi rmed) suspicion is that 
modelers are adjusting these  “ highly tunable ”  parameters, perhaps more 
than they can justify from empirical knowledge, in order to keep overall 
model outputs within a plausible range.  12   Nothing is likely to improve 
current climate models more than better, less highly tuned parameteriza-
tions of aerosol effects.   

 Living in the Semi-Empirical World 

 Parameterization and tuning remain, in effect, scientifi c art forms whose 
connection to physical theory and observational data varies widely from 
case to case. As Myanna Lahsen, Simon Shackley, and other ethnographers 
of climate modeling have observed, modelers can become so deeply 
involved in adding parameters and tweaking them to adjust model output 
that they lose track of the physical justifi cations for these practices.  13   One 
of Lahsen ’ s interviewees, an empirical meteorologist, told her: 

 Building a model is a full-time job and it takes a lot of expertise just to do that, and 

I think that sometimes it ’ s easy to lose track of what the model is being built for. 

It ’ s not enough simply to build a sophisticated model that includes a lot of physics, 

physical parameterization, etc., and to integrate the model in time and to take just 

sort of a general view of it, saying,  “ yeah it looks like it ’ s simulating something that 

appears to be like the real atmosphere. ”  . . . It ’ s just as important to develop a model 

but, at the same time, to fully realize the limitations of the model and to always 

take a very critical look at the capabilities of the model and what kind of questions 

one may be able to answer and pursue using the model. The climate system is so 

complex, with all of the feedback loops, that it ’ s very diffi cult to actually model all 

of those loops.  14   

 Or, as one climate modeler told me:  “ Sure, all the time you fi nd things 
that you realize are ambiguous or at least arguable, and you arbitrarily 
change them. I ’ ve actually put in arguable things, and you do that all the 
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time. You just can ’ t afford to model all processes at the level of detail where 
there ’ d be no argument. So you have to parameterize, and lump in the 
whole result as a crude parameter. ”  Another Lahsen interviewee described 
the psychological effect of doing model-based research as making it hard 
to differentiate the model from reality: 

 You spend a lot of time working on something, and you are really trying to do the 

best job you can of simulating what happens in the real world. It is easy to get 

caught up in it; you start to believe that what happens in your model must be what 

happens in the real world. And often that is not true. . . . The danger is that you 

begin to lose some objectivity on the response of the model [and] begin to believe 

that the model really works like the real world. . . .  15   

 Another ethnographer, Simon Shackley, described two  “ epistemic life-
styles ”  in climate modeling. In his terms,  climate seers  use models to 
 “ understand and explore the climate system, with particular emphasis on 
its sensitivity to changing variables and processes, ”  seeing the models as 
tools for this purpose. Meanwhile,  climate model constructors  see models as 
an end in themselves. They seek to  “ capture the full complexity of the 
climate system [in models] which can then be used for various applica-
tions. ”  Climate model constructors are more likely to focus on increased 
 “ realism, ”  an adjective referring not to accuracy but to the inclusion in the 
model of all physical processes that infl uence the climate. Climate seers, 
by contrast, tend to focus on modeling the most fundamental and best 
understood processes, and to use a variety of different models, including 
simpler zero-, one-, and two-dimensional models.  “ For the seer, ”  Shackley 
writes,  “  which model is  ‘ state-of-the-art ’  depends on the model ’ s intended appli-
cation . . . . For the model constructor, by contrast,  a single state-of-the-art 
model exists irrespective of its application . It is defi ned as one whose control 
is close to the observed climate, which uses the most up-to-date observa-
tions as inputs and for verifi cation, and which contains the most detailed, 
most physically realistic parameterizations. ”   16   This distinction, Shackley 
points out, does not necessarily divide good modeling practices from bad 
ones. Rather, it represents two legitimate strategies aimed at producing 
different kinds of knowledge. Climate seers may be more prone to tune 
their models according to intuitive judgments of how model results can 
be  “ improved, ”  but they may also insist on simpler parameterizations 
whose physical basis and effects on model output can be more readily 
understood than the more  “ realistic ”  but more complex parameterizations 
preferred by model constructors. By contrast, model constructors ’  efforts 
at realism attempt to capture the full complexity of the atmosphere, 
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seeking advances in knowledge from the potentially unexpected results of 
adding more processes to the models. The model constructors ’  approach 
also has a political dimension, since those who challenge GCM results 
often argue that they do not account for the effects of some unincluded 
process, such as cosmic rays.  17   Adding more processes reduces modelers ’  
vulnerability to this line of attack, though at the same time it increases 
the opportunities to question the accuracy of parameterizations. 

 Controversies about tuning rage both inside and outside the climate 
modeling community. The philosopher-physicist Arthur Petersen notes 
that  “ simulationists hold divergent views on the norm of not adding  ad 
hoc  corrections to models. ”   18   Some accept these corrections as necessary; 
others view them almost as morally suspect and seek to eliminate them. 
David Randall and Bruce Wielicki argue that tuning  “ artifi cially prevents 
a model from producing a bad result. ”  Noting that some modelers refer to 
tuning as  “ calibration ”  — exploiting that term ’ s positive connotations —
 Randall and Wielicki write:  “ Tuning is bad empiricism. Calibration is bad 
empiricism with a bag over its head. ”  Yet Randall and Wielicki also 
acknowledge that, in the case of physical processes that are known to be 
important but are not well understood, there may be no choice.  19   

 In general, modelers view tuning as a necessary evil. Most try to observe 
certain constraints. Tuning should not, for example, bring the tuned vari-
able outside its known range of observed behavior. In addition, models 
should be evaluated on observational data for which they have not been 
explicitly tuned. In other words, tuning lower-level variables may be justi-
fi ed if it produces better higher-level behavior, for example in reproducing 
multi-dimensional phenomena such as the North Atlantic oscillation or 
regional monsoons. Ultimately it may be possible to use techniques 
borrowed from data assimilation to tune models automatically, reducing 
the potential for subjective effects to infl uence the process.  20   

 Models vs. Data: Validation, Verifi cation, or Evaluation? 

 In the 1960s and the 1970s, climate models were still too primitive for 
anyone to worry about getting the details right. Furthermore, as we saw in 
chapter 7, data on the full global circulation (especially the vertical dimen-
sion) remained sketchy until the 1978 – 79 Global Weather Experiment. In 
those days, you couldn ’ t be completely sure which side problems were 
coming from. How much of the disagreement between your model 
and the data was due to problems in the model, and how much to noise 
in the data? 
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 In the 1980s, as both models and data improved and climate change 
became a high-stakes political issue, modelers began to look for more than 
ballpark resemblances. They now wanted to show that their models could 
capture — reliably and with some degree of precision — the real climate ’ s 
behavior. Until the end of that decade, there were essentially two ways to 
do this. The simplest was to set your model parameter values to present-
day conditions, run the simulation for 20 – 100 years to get a climate, then 
compare your results with statistics for the actual circulation. The other 
way was to set your parameters to a  different  set of conditions, such as those 
of the last ice age or the hot Cretaceous. How would your model respond 
to changing the distributions of continents, the Earth ’ s orbit, solar input, 
carbon dioxide concentrations, and other factors characteristic of the 
distant past? If your model ’ s results reasonably resembled paleontological 
estimates of past climate conditions, that could boost your confi dence in 
its skill. If setting your model ’ s parameters to present-day conditions also 
produced a reasonable result, this made it more likely that your simulation 
was accurate. From there, you could argue that setting its parameters to 
some future state — such as carbon dioxide doubling — could give you a 
reasonably accurate picture of how the climate would respond. 

 As they gradually became available in the early 1980s, data from the 
First GARP Global Experiment provided a much more detailed and reliable 
data image of the global circulation against which to compare GCM simu-
lations. The FGGE data assimilation (see chapter 9) produced three-
dimensional gridded data sets from which circulation statistics for the 
FGGE year could readily be derived. Modelers soon began to use these 
statistics as checks on the realism of GCM outputs. Owing to the short 
length of the record, however,  these were not climate data . You needed a 
longer record to get a true climatic picture. Meanwhile, the Climatic 
Research Unit, the Goddard Institute for Space Studies, and other groups 
discussed in chapter 11 were assembling an increasingly detailed and 
widely trusted set of climate data for the surface. 

 The increasingly precise data emboldened modelers to talk, by the end 
of the 1980s, about  “ verifying ”  or  “ validating ”  climate models.  21   A  “ veri-
fi ed ”  or  “ validated ”  model would be one that reliably reproduced observed 
climate. In the political context of that period, these terms soon became 
hotly contested. In 1994, Naomi Oreskes, Kristin Shrader-Frechette, and 
Kenneth Belitz argued in the pages of  Science  that talk of  “ verifi cation ”  or 
 “ validation ”  of models was bad epistemology.  22   The word  ‘ verifi cation ’ , 
they wrote, normally implies defi nitive proof. But models, Oreskes et al. 
argued, are essentially intricate inductive arguments. Since no inductive 



348 Chapter 13

proposition can be proved with perfect certainty, models can never be 
verifi ed in this strict sense. The fact that a model agrees — even perfectly —
 with observations does not guarantee that all of the principles it embodies 
are true. Furthermore, as was discussed in chapter 10, the logic of simula-
tion modeling does not require, or even permit, defi nitive proof. For 
example, parameterizations by defi nition do not derive from exact physical 
principles; no one expects them to prove perfectly accurate. 

  Oreskes et al. saw  “ validation ”  as a somewhat less stringent standard. 
Strictly defi ned, it refers to demonstrated internal consistency and an 
absence of detectable fl aws. On this reading of the term, a model might 
be  “ valid ”  without being an entirely accurate or complete explanation. 
Nevertheless, Oreskes et al. pointed out, scientists commonly used  ‘ valida-
tion ’  and  ‘ verifi cation ’  as synonyms. If scientists did not see a difference 
between them, neither would policymakers or ordinary citizens. 

 Oreskes et al. argued that models can at best be  “ confi rmed. ”  This 
implies only that model results agree with observations. This agreement, 
by itself, tells us nothing about whether the model reached its results for 
the right reasons. Thus,  “ confi rming ”  a model does no more than make it 
a viable candidate for a true explanation. In other words, confi rmation 
raises the likelihood that the model embodies true principles, but does not 
make this certain. This view is consistent with Popper ’ s well-known doc-
trine of falsifi cationism, which holds that scientifi c hypotheses (or models) 
can be proved false by observations, but cannot be proved true.  23   

 This critique had a considerable impact on the Intergovernmental Panel 
on Climate Change, which dropped the words  ‘ validation ’  and  ‘ verifi ca-
tion ’  altogether. (However, those words still appear regularly in the scien-
tifi c literature reviewed in IPCC assessments.) The agency substituted 
 ‘ evaluation ’ , defi ned as an assessment of  “ the degree of correspondence 
between models and the real world they represent ”   24  : a claim of relevance 
and trustworthiness, rather than truth. 

 By the late 1980s, increased computer power permitted the fi rst efforts 
to simulate the actual climate of the twentieth century. This marked a 
major change in the role of GCMs. Previously, most studies simply com-
pared a control run under pre-industrial conditions with a second run 
under CO 2  doubling. The product was a calculation of the  “ climate sensitiv-
ity ”  (a phrase which invariably refers to CO 2  doubling), the fi gure shown 
in tables 7.3 and 14.1. But in the real atmosphere, of course, CO 2  does not 
double overnight, and many other climate-related events occur at various 
times. Simulating the year-by-year course of twentieth-century climate 
would demand  “ transient forcing ”  runs, with CO 2  levels specifi ed at their 
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actual time-varying amounts and, perhaps, with major volcanic eruptions 
and other consequential events included in the appropriate years. Since 
climate is an average state, no one expected such transient runs to match 
the course of change exactly, but averaged over periods of 5 – 10 years or 
more a good simulation should roughly track the basic trends shown in 
fi gure 11.5. The fi rst such transient runs were attempted, with some success, 
in the second half of the 1980s. (See fi gure 14.3.) 

 Model Intercomparisons as Standardized Gateways 

 After the establishment of the Intergovernmental Panel on Climate Change 
in 1988, modelers initiated a number of exercises in model evaluation. The 
most important of these exercises — and one that became crucial to inte-
grating the climate knowledge infrastructure — was model intercomparison. 
The Atmospheric Model Intercomparison Project, mentioned in chapter 7, 
was among the fi rst of these projects. It was established at the Lawrence 
Livermore International Laboratory in 1989, when the US nuclear weapons 
laboratories began seeking non-military uses for their supercomputer facili-
ties and modeling expertise. The AMIP strategy required each modeling 
group to run its model using a specifi c set of  “ boundary conditions, ”  or 
parameters (specifi cally, monthly average sea surface temperature and sea 
ice distribution for the years 1979 – 1988). All model runs had to provide 
specifi c output variables in a standard format. Whereas previously each 
modeling group had chosen boundary conditions and output variables for 
itself, these common specifi cations created a basis for intercomparing 
model performance and diagnosing the sources of differences in model 
behavior. 

 After the Atmospheric Model Intercomparison Project, intercomparison 
evolved into a series of more elaborate projects. Many of these participated 
in what became a regular cycle of model evaluation linked to the 
Intergovernmental Panel on Climate Change assessment process. Today, 
most intercomparison projects are organized under the umbrella Program 
for Climate Model Diagnosis and Intercomparison.  25   Some 40 different 
projects evaluate different aspects of all types of climate models. The 
current phase of the Coupled Model Intercomparison Project (CMIP), for 
example, compares model simulations of the following: 

 pre-industrial control run 

 present-day control run 

 climate of the twentieth century experiment (realistic greenhouse gas increases) 

 1 percent per year CO 2  increase to doubling and quadrupling 
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 stabilization at 550 ppm CO 2  

 stabilization at 720 ppm CO 2  

 and numerous others, prescribing well over 100 output fi elds the models 
should generate to permit direct comparison. 

 In terms of the theory of infrastructure development developed in 
chapter 1, intercomparisons function as standardized gateways linking the 
various models and modeling groups. By permitting regular, direct, and 
meaningful comparisons of the models with one another and with stan-
dardized data sets, they have helped to transform climate modeling from 
a craft activity of individual laboratories into a more modular and stan-
dardized collective activity involving virtually all of the world ’ s climate 
modeling groups; in theoretical terms, they linked a set of isolated systems 
and created a network. Technological change, of course, facilitated this 
transformation. With the rise of the Internet during the 1980s, modelers 
could exchange data far more easily.  26   The broad international participa-
tion and frequent interactions that characterize model intercomparisons 
today would not have been possible under previous information regimes. 
These projects can thus be seen as early versions of what would today be 
called  “ cyberinfrastructure ”  or  “ e-science. ”  

 How do current GCM results compare with each other? How well do 
they track the twentieth century climate record? What do they tell us about 
the relative roles of natural and anthropogenic factors?   Figure 13.2  pro-
vides a glimpse of all these comparisons simultaneously. In both top and 
bottom charts, the thick black line represents the Climatic Research Unit 
surface temperature data set discussed in chapter 11. The year-by-year 
outputs from numerous simulations fl uctuate, as expected, around the 
actual climate record. (No climate model would  or should  reproduce the 
record exactly, due to climate ’ s natural variability.) The average trend from 
all the simulations together is also shown.   

   Figure 13.2  shows that when both natural and anthropogenic forcings 
are included in the models, their average trend tracks the twentieth-
century record reasonably well. However, when anthropogenic forcings 
(greenhouse gases, aerosols, and other human activities that affect the 
atmosphere) are removed, the model trend begins to fall below the observed 
one around 1960, departing from it altogether by 1980. This is true not 
just of the models ’  average; it is true of every individual model run too. 
 Not one  of the models compared here could reproduce the most recent 
period of warming without including human activities. 

   Figure 13.2  shows global averages, but since 2000 model resolution has 
increased to the point that modelers can calculate similar fi gures for climate 
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 Figure 13.2 
 AOGCM simulations (thin gray lines) of twentieth-century global surface tempera-

ture anomaly with (top) and without (bottom) anthropogenic forcing. Black line in 

both graphs represents observations (HadCRUT3). Dashed lines represent the trend 

across all model simulations. Vertical gray lines mark major volcanic eruptions. 

  Source :  Climate Change 2007: The Physical Science Basis  (Cambridge University Press, 

2007). Image courtesy of IPCC. Colors replaced to allow non-color reproduction. 
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on a continental scale.   Figure 13.3  shows the same comparison as in fi gure 
13.2, broken down by continent and also by land surface and ocean com-
ponents. In all cases, model-calculated trends track observations (black 
trend lines) so long as anthropogenic factors are included, but diverge 
substantially by the last decades of the twentieth century if only natural 
forcings are used.   

 Do the results shown in fi gures 13.2 and 13.3  “ verify ”  or  “ validate ”  
climate models? No, because Oreskes et al. ’ s critique of those terms still 
applies. Under that analysis, it is conceivable (though unlikely) that 
somehow all the various modeling groups have independently parameter-
ized and/or tuned their models to bring them into close convergence with 
the twentieth century trend. If not, it is still conceivable (though again 
unlikely) that for reasons we cannot anticipate, it will turn out that none 
of these independently parameterized models predict the climate accu-
rately. Ultimately, neither comparing climate models with observations 
nor comparing them with each other can prove that they are correct. Nor 
would any climate modeler ever make such a claim: models are, after all, 
simulations. 

 Yet as a principled and detailed mode of evaluation, the comparisons 
can help us  trust  the models, even if they do not provide proof in any 
strong sense. Here the epistemological undercurrents of this book ’ s argu-
ment have profound practical implications. Distinguishing evaluation and 
confi rmation from validation or verifi cation helps to clarify the proper role 
of models in forecasting climatic change: not as absolute truth claims or 
predictions, but as heuristically valuable simulations or projections.  27   

 The picture that I hope is emerging here is that  all  knowledge about 
climate change depends fundamentally on modeling. It ’ s not that there is 
no such thing as an observation separate from modeling. It ’ s that putting 
together a trustworthy and detailed data image of the global climate —
 getting enough observations, over a long enough time span — requires you 
to model the data, to  make  them global. It ’ s not that climate simulation 
models are perfectly reliable, any more than weather forecast models 
always get it right. Instead, it ’ s that the simulations already include a lot 
of data in their parameters; they are precisely  not  pure theories, but theories 
already partially adjusted to the conditions we observe in the real world. 
That ’ s model-data symbiosis. So whether we are looking at data images or 
model projections of climate futures, we will always experience them as 
probabilistic, as shimmering rather than fi xed. 

 At the end of chapter 10, I talked about ensemble forecasting — the 
deliberate use of multiple, slightly perturbed data analyses to create a set 
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 Figure 13.3 
 Original legend:  “ Comparison of observed continental- and global-scale changes in 

surface temperature with results simulated by climate models using natural and 

anthropogenic forcings. Decadal averages of observations are shown for the period 

1906 to 2005 (black line) plotted against the centre of the decade and relative to 

the corresponding average for 1901 – 1950. Lines are dashed where spatial coverage 

is less than 50%. [Dark] shaded bands show the 5 – 95% range for 19 simulations 

from fi ve climate models using only the natural forcings due to solar activity and 

volcanoes. [Light] shaded bands show the 5 – 95% range for 58 simulations from 14 

climate models using both natural and anthropogenic forcings. ”   

  Source :  Climate Change 2007: The Physical Science Basis  (Cambridge University Press, 

2007). Image courtesy of IPCC. Colors replaced as noted in brackets to allow non-

color reproduction. 
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of forecasts that then can be studied as a statistical ensemble. The point 
there was that once you understand that no observations and no data 
analysis will ever be a perfect image of the real atmosphere, you can stop 
trying to make them so. Instead, you can exploit the certainty of imperfec-
tion by making your forecast from many slightly different data images: 
shimmering data. 

 Complicating this picture even further, in terms relevant to parameter-
ization, is the most recent development in ensemble prediction: perturbed 
model physics, now being explored by both weather and climate modelers. 
This is the logical counterpart to perturbed data analysis. Its premise is that 
models are at least as likely as observations to contain errors, particularly 
in parameterized quantities. Often the physically plausible range of a 
parameter is well established, but not its exact value. To exploit this fact, 
perturbed model physics systematically varies the values of important 
parameters within their known ranges. In complex models with many 
parameters, the number of possible combinations of parameter values is 
large; each combination constitutes a variation of the model. The per-
turbed-physics technique thus generates an ensemble that can include 
dozens to thousands of model variations (or more). It then runs each varia-
tion and compares the outputs of all the runs statistically. In effect, this 
procedure replaces subjective tuning with systematic variation of param-
eter values. 

 One project developing this technique, climate prediction .net, began 
around 2000 at Oxford University and other institutions in the United 
Kingdom, including the UK Met Offi ce and the University of Reading. 
Climate prediction .net links thousands of personal computers into a gigantic 
 “ grid computer, ”  functionally equivalent to a supercomputer, over the 
Internet. At this writing, its computing grid claims more than 100,000 
individual host computers, whose owners volunteer idle computer time 
for climateprediction.net to run its climate models. The project has already 
made tens of thousands of runs of various Hadley Centre models on a 
variety of modeling experiments using perturbed physics, and has begun 
to issue publications. 

 Originally climate prediction .net hoped to narrow the predicted range of 
climate sensitivity by using the perturbed-physics technique. Instead, 
initial results  widened  the range rather dramatically. An early study using 
more than 2000 runs produced a climate sensitivity range of 1.9 ° C to 
 11.5 ° C  (an upper bound almost 2 ½  times higher than that of the IPCC) .   28   
However, a later, better-constrained study from the same group reduced 
that range to 2.2 – 6.8 ° C.  29   
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 More than 2000 variations on the same model, 2000 possible versions 
of atmospheric physics, 2000 potential planetary futures — what do these 
shimmering images tell us? It is too early to evaluate the perturbed-physics 
technique defi nitively. For one thing, despite the thousands of variations, 
these runs used only one of the available GCMs; perturbed-physics runs 
on other GCMs might reach different outcomes. Still, the relatively greater 
agreement among climate models used in the IPCC reports could conceiv-
ably be due to questionable parameterization and tuning practices —  ” bad 
empiricism with a bag over its head, ”  as Randall and Wielicki put it. Yet 
even if true, this argument cuts against climate-change skepticism. Most 
skeptical arguments implicitly or explicitly promote the idea that warming 
is minimal or nonexistent and that greenhouse warming is a false threat. 
Yet  not one  of the perturbed-physics model runs predicted warming of less 
than 1.9 ° C. No combination of parameters produced anything like a fl at 
or downward trend. Instead, the main effect of these runs was to raise the 
 upper  end of the sensitivity range. In other words, if these runs show any-
thing, they show that the IPCC sensitivity estimate — currently 2 – 4.5 ° C —
 may be much too conservative. 

 Like data about the climate ’ s past, model predictions of its future 
shimmer. Climate knowledge is probabilistic. You will never get a single 
defi nitive picture, either of exactly how much the climate has already 
changed or of how much it will change in the future. What you will get, 
instead, is a range. What the range tells you is that  “ no change at all ”  is 
simply not in the cards, and that something closer to the high end of the 
range — a climate catastrophe — looks all the more likely as time goes on. 
 
 
 





 14     Simulation Models and Atmospheric Politics, 1960 – 1992 

 Between 1960 and 1980, as World Weather Watch systems came online 
and the Global Atmospheric Research Program built toward the crescendo 
of the Global Weather Experiment, concerns about anthropogenic green-
house warming slowly began to travel outward from a small scientifi c elite 
into policy circles.  

 Policymakers care much less about the past than about the future. The 
overriding questions for them take the form  “ What will happen if . . . ? ”  
For most policymakers or policy institutions even to notice any given issue 
among the thousands that confront them daily generally requires at least 
three things: a crisis, a constituency that cares about the crisis, and a theory 
of why the crisis is occurring and how to resolve it.  

 In the 1960s, CO 2 -induced global warming met none of these criteria. 
Rising concentrations of CO 2  were evident and essentially uncontested 
 — but did they constitute a crisis? Few contended that dangerous levels of 
warming had already occurred. At most, some believed they had detected 
an increase of about 0.2 ° C since the pre-industrial era, a signal that was 
very hard to detect against the background of natural variability. 
Furthermore, the data seemed to show that after fi ve decades of steady 
warming (1890 – 1940), global temperatures had fallen somewhat between 
1940 and 1970.  1   All this made it very diffi cult to argue that rising CO2 
levels called for immediate action.  

 What about a constituency committed to the issue? Here again, no. 
Among those aware of the carbon dioxide issue, in those years only 
scientists commanded suffi cient social and political authority to raise the 
issue. And few scientists, even those who did see a crisis in the offi ng, were 
prepared to play canary in the coal mine — at the possible cost of their 
reputations — without a well-accepted theory of climate change to back 
them up. In the 1960s the causes, the potential extent, and even the sign 
(positive or negative) of global temperature change remained uncertain. 



358 Chapter 14

Debates about the balance between greenhouse-gas effects, aerosol effects, 
other anthropogenic factors, and the many natural causes of climate vari-
ability and change were still unresolved. Meanwhile, simulation models 
remained too primitive for use in forecasting climate change. 

 Another reason why global warming achieved little serious policy atten-
tion in the 1960s, however, has been less often remarked: computer 
modeling, the tool on which warming theories depended for their credibil-
ity, had yet to acquire full scientifi c legitimacy. Today, digital simulation 
modeling is virtually a knee-jerk scientifi c response, the fi rst and most 
effective tool for analyzing almost any problem. One can scarcely 
imagine a scientifi c life without it. Yet before about 1970 most sciences 
had barely begun to think about simulation modeling, let alone to accept 
it as a fundamental method of discovery. The idea that computer simula-
tions could inform a policy discussion of anything at all remained to be 
established. As it happened, climate models would fi gure signifi cantly in 
that process. 

 This chapter sketches the story of how computer models became 
policy tools, how interaction between climate modelers and policy bodies 
boosted the legitimacy of modeling, and how global warming  “ arrived ”  as 
a crisis with a constituency fi rst within policy agencies and then, around 
1988, among the general public. Climate modeling fi rst engaged with 
politics during the controversy surrounding supersonic transport (SST) 
aircraft in the late 1960s. The SST controversy resurrected global atmo-
spheric politics — in decline since the 1963 Limited Test Ban Treaty — by 
providing a crisis that made climate change a focus of international 
concern. The SST controversy would be followed, in quick succession, by 
a series of new global atmospheric issues, including ozone depletion and 
acid rain (mid 1970s),  “ nuclear winter ”  (early 1980s), and global warming 
(late 1980s). Together and separately, these concerns manifested the theme 
that human activity could affect Earth ’ s atmosphere not only locally and 
regionally — as  “ pollution, ”  the typical frame for environmental issues of 
the 1960s — but on a planetary scale. By 1992, global warming would reach 
the fl oor of the United Nations Conference on Environment and 
Development, which culminated in the UN Framework Convention on 
Climate Change.  

 My goal in this chapter is not to trace the entire path of global warming 
as a political issue. Many excellent studies of that topic already exist, with 
more appearing almost daily. Nor will I attempt an exhaustive account of 
computer modeling ’ s role at the science-policy interface across the last fi ve 
decades. Instead, I am going to characterize several periods in global atmo-
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spheric politics as a way to illustrate the signifi cance of the model-data 
relationships I have explored throughout this book. My argument is that 
climate scientists, through repeated involvement in the series of issues just 
mentioned, helped establish simulation modeling as a legitimate source of 
policy-relevant knowledge. Because of this, climate science gained a per-
manent foothold in policy circles around 1980, when scientists began to 
stabilize a set of model predictions, principles of greenhouse warming, and 
data trends.  Considered as heuristics , these fi gures, principles, and trends 
have remained essentially the same ever since. 

 This relative stability did not silence political debate, of course. Nothing 
that so challenged the energy economy of the entire planet could have 
avoided vociferous controversy, nor should it have done so. In chapter 15, 
I will examine the sources of stability in climate knowledge and some of 
the attempts to challenge it. Almost invariably, the latter have revolved 
around the very model-data relationships I have explored throughout 
this book. 

 Climate Change as Weather Modifi cation: The 1960s 

 CO 2 -induced global warming fi rst made its way into policy discussions in 
a desultory way during the late 1950s.  2   Then, and throughout the 1960s, 
most studies framed the issue as a speculative aspect of the post-World War 
II weather-modifi cation agenda. (See chapter 6.) Aviation, military, and 
agricultural concerns were the chief clients for weather-modifi cation ideas, 
which reached a zenith during the Vietnam War. For example, between 
1967 and 1972, a US Air Force effort called Operation Popeye attempted 
to wash out parts of the North Vietnamese resupply route known as the 
Ho Chi Minh Trail by seeding clouds over Laos during monsoons. Among 
the largest efforts was Project Stormfury, which tested techniques for steer-
ing or extinguishing tropical cyclones before they made landfall. A joint 
operation of the US Department of Commerce and the US Navy, it ran 
from 1962 through 1983. The exact amount of money expended on these 
and other weather-modifi cation projects remains unknown, since many of 
the military projects were classifi ed, but a conservative estimate would 
place the fi gure at well over $150 million in today ’ s dollars.  3   

 Aviation, the armed forces, and agriculture were powerful interests, but 
their goals mainly involved deliberate, short-term changes to local or 
regional weather and climate. None of them wanted much to do with 
 global  climatology, or with the slow, steady rise in CO 2  concentrations. 
But especially in the context of Vietnam, the military, at least, had the 
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ingredients mentioned above: a crisis, a constituency, and a plan. Also, all 
of them needed better forecast models. The better the models, the better 
they could predict the best moments for cloud seeding. But they also 
needed better models in order to confi rm the effi cacy of weather modi-
fi cation: to know whether your weather-modifi cation scheme had worked, 
you had to know how much rain you could have expected, or what 
the cyclone ’ s speed and direction would have been, without your 
intervention.  

 Seeking relevance (and funding), climate scientists sought to connect 
climate change with the weather-modifi cation agenda by framing it as 
 “ inadvertent weather modifi cation. ”  GCM builders at UCLA proposed 
research on  “ the adaptation of mathematical models for studying possible 
modifi cation techniques of global circulation patterns. ”   4   Studies of CO 2 -
induced climate change began appearing as subsections in larger reports 
addressing cloud seeding, hail suppression, airport fog control, and weather 
or climate as a weapon of war.  5   The US National Academy of Sciences raised 
 “ inadvertent climate modifi cation ”  as a potential policy concern.  6   The 
National Science Foundation appointed a Special Commission on Weather 
Modifi cation.  7   These study groups argued for further research into funda-
mental processes related to this  “ inadvertent modifi cation ”  of climate —
 specifi cally, more and better climate modeling. In the United States, 
the primary result was expanded support for research at the National 
Center for Atmospheric Research and the Geophysical Fluid Dynamics 
Laboratory, scientifi c organizations that were relatively distant from 
policy processes. 

 Another major 1960s framework for environmental concerns was  “ pol-
lution, ”  also usually understood as a local, national, or regional issue. In 
1965, an Environmental Pollution Panel appointed by the President ’ s 
Science Advisory Committee included a long appendix on carbon dioxide 
and global warming. A number of major fi gures in climate research — Roger 
Revelle, Wallace Broecker, Joseph Smagorinsky, and Charles Keeling —
 joined in the report. Noting the steady rise in CO 2  concentrations, the 
PSAC report pointed to the potential for global warming, but hedged on 
its likely extent. PSAC recommended extended monitoring of CO 2  and 
global temperature, and further work on GCMs. It also outlined possible 
geo-engineering measures for reducing warming, such as spreading refl ec-
tive particulates across vast ocean areas to increase Earth ’ s albedo.  8   (In the 
weather-modifi cation era, such discussions of geo-engineering were com-
monplace.) Though the PSAC report made no policy recommendations 
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and produced no major policy outcomes, it did name carbon dioxide as a 
major  “ pollutant. ”  

 SCEP, SMIC, and the SST 

 The rise of the environmental movement in the latter half of the 1960s, 
which reached its climax in the fi rst Earth Day in 1970, prepared the 
ground for a renewal of global atmospheric politics. According to David 
Hart and David Victor,  “ by 1968 the notion that pollution could modify 
the climate was a commonplace ”  — one the popular press often treated as 
a truism.  9   Yet as I have argued, the  specifi c  predictions and confi rming data 
necessary to turn this  “ notion ”  into an actionable crisis did not yet exist. 

 General circulation modeling, along with studies of aerosols and carbon 
dioxide effects using simpler one- and two-dimensional models, fi rst 
entered the larger discourse of environmentalism around 1970, when two 
important scientifi c working groups raised concern about anthropogenic 
climate change to the level of an international issue. These groups, the 
Study of Critical Environmental Problems (SCEP, 1970) and the Study of 
Man ’ s Impact on Climate (SMIC, 1971), presented GCMs and other models 
as the principal sources of climate knowledge.  10   

 Both SCEP and SMIC were organized by Carroll Wilson, an entrepre-
neurial professor at the Massachusetts Institute of Technology. Wilson —
 who had begun his career as Vannevar Bush ’ s assistant during World War 
II, served as general manager of the Atomic Energy Commission, and rep-
resented the United States on the UN Advisory Committee on Science and 
Technology — was uniquely positioned to make seminal contributions at 
the intersection of environmental science, technology, and policy. He 
timed SCEP and SMIC to contribute to the planned major UN Conference 
on the Human Environment, scheduled for Stockholm in June 1972. He 
organized month-long summer conferences for SCEP and SMIC partici-
pants, making them into bonding experiences as well as opportunities for 
scientifi c exchange. 

 SCEP and SMIC focused on  global  environmental problems and policies, 
marking a signifi cant departure from the regional, national, and local 
issues that dominated the early environmental movement. The conference 
reports —  Man ’ s Impact on the Global Environment  (SCEP, 1970) and  Inadvertent 
Climate Modifi cation  (SMIC, 1971) — were published as elegant trade books, 
bound between sleek black covers, rather than as academic volumes. 
Scientists and policymakers alike often cite SCEP and SMIC as watershed 
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events in the emergence of anthropogenic climate change as a political 
issue. 

 In the background of both working groups, especially SCEP, lay the 
then-controversial plans for a commercial supersonic transport (SST): a jet 
that would fl y high in the stratosphere, well above the typical altitude 
for jet aircraft. Though noise from sonic booms probably concerned the 
public more, scientists feared that water vapor, aerosols, and nitrogen 
oxides in SST exhaust, released at stratospheric altitudes, might destroy the 
ozone layer and/or cause climatic changes on a global scale. The  New York 
Times  reported the SST controversy closely and editorialized against the 
planes. In 1970, the  Times  trumpeted the SCEP report ’ s conclusions about 
possible climatic effects on its front page.  11   The following year, bowing to 
public outcry, Congress eliminated federal funding for the American SST 
program, but the Anglo-French Concorde project proceeded apace. Starting 
in 1976, the twenty Concorde jets fl ew only transatlantic routes between 
London, Paris, New York, and Washington. All Concorde service ceased 
in 2003. 

 The SST controversy had two important outcomes for climate science. 
First, as a direct result, in 1971 the US Department of Transportation estab-
lished a Climate Impact Assessment Program (CIAP), with an annual 
budget of about $7 million, to research the SST ’ s possible atmospheric 
effects.  12   CIAP has been called  “ the fi rst major . . . integrated assessment 
of an environmental issue, ”  involving hundreds of atmospheric scientists 
in an intensive three-year study.  13   However, the demise of the American 
SST program minimized CIAP ’ s impact by deleting the immediate cause 
for concern. 

 A second, perhaps more enduring effect was to focus scientifi c attention 
on the issue of anthropogenic aerosols, not only from the SST but also 
from power plants, factories, automobiles, and other sources. (In Los 
Angeles and other large cities, smog had reached nearly intolerable levels, 
becoming a close-to-home problem that anyone could see.) In a 1971 study 
using a one-dimensional radiation-balance model, S. Ichtiaque Rasool 
and Stephen Schneider found that the climate risk from aerosol cooling 
substantially exceeded any realistic risk from CO 2 -induced warming: 
 “ An increase by a factor of 4 in the equilibrium dust concentration in the 
global atmosphere,  which cannot be ruled out as a possibility within the next 
century,  could decrease the mean surface temperature by as much as 3.5 ° K. 
If sustained over a period of several years, such a temperature decrease 
could be suffi cient to trigger an ice age! ”   14   Though entirely speculative, this 
result had the effect of toning down the SMIC discussion of CO 2  warming 
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   Box 14.1 
 Global Cooling? A New Ice Age? 

 In 1972, a Brown University paleoclimate conference on  “ The Present 

Interglacial: When Will It End? ”  produced a consensus statement, reported 

in  Science , that  “ global cooling and related rapid changes of environment, 

substantially exceeding the fl uctuations experienced by man in historical 

times, must be expected within the next few millennia  or even centuries . In 

man ’ s quest to utilize global resources, and to produce an adequate supply 

of food, global climate change constitutes a fi rst-order environmental hazard 

which must be thoroughly understood well in advance of the fi rst global 

indications of deteriorating climate. ”   a   Two CIA reports on climate, released 

to the President ’ s Domestic Council in 1974, claimed that scientists were 

 “ quite positive ”  that a new ice age would arrive  “ within the next 2500 years. ”  

One reported that  “ the western world ’ s leading climatologists have confi rmed 

recent reports of a detrimental global climatic change. . . . [The] earth ’ s 

climate is returning to that of the neoboreal era (1600 – 1850) — an era of 

drought, famine, and political unrest in the western world. ”   b   Popular media 

reports and grandstanding Congressmen pumped up these cooling specula-

tions into fears of an imminent ice age.  c   

 Yet despite the often-repeated claim that scientists stoked fears of cooling, 

few if any studies of the 1970s predicted a  near-term  return of the glaciers. An 

oft-cited National Academy of Sciences report did mention the likelihood that 

the present interglacial period would end within the next 10,000 years, but 

the following year. However, it was soon overturned by models that 
included more feedbacks (as we saw in chapter 7), and few other studies 
of this period ventured predictions of near-term global cooling. (See 
  box 14.1 .)   

 SCEP focused on world-scale environmental problems, conceived as 
 “ the effects of pollution on man through changes in climate, ocean 
ecology, or in large terrestrial ecosystems. ”   15   Among other things, it intro-
duced the concept of  “ environmental services ”  (now usually called  “ eco-
system services ” ), including under that heading climatic self-regulation as 
well as pollination, pollution fi ltering, and many other activities of the 
natural environment that directly benefi t human beings. The National 
Center for Atmospheric Research and the Scripps Institution of 
Oceanography — important centers of atmospheric and ocean modeling 
respectively — were heavily represented among the invitees. Joseph 
Smagorinsky attended on a part-time basis, and Roger Revelle consulted, 
ensuring a prominent place for the CO 2  issue in both reports. 
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 SCEP and SMIC both presented general circulation models as  “ indis-
pensable ”  for research on anthropogenic climate change, citing GCMs as 
 “ the only way that we now conceive of exploring the tangle of relations ”  
involved in climate. SCEP pointed to two uses for GCMs: as  “ laboratory-
type experiments on the atmosphere-ocean system which are impossible 
to conduct on the actual system ”  and as a way of producing  “ longer-term 
forecasts of global atmospheric conditions. ”  While noting their many 
defi ciencies, the report argued that models were  “ the only way that we 
now conceive of exploring the tangle of relations ”  involved in climate. It 
recommended an expanded program of climate, ocean, and weather mod-
eling research.  16   Both SCEP and SMIC also militated for new or expanded 

Box 14.1
(continued)

it made no near-term predictions. Mainly it called — like virtually all studies 

of its era — for further research to reduce the large uncertainties.  d   Similarly, 

the body text of the 1974 CIA reports described very large uncertainties, and 

mainly recommended more climate research leading to better climate fore-

casting. A recent survey of the peer-reviewed climate science literature 

between 1965 and 1979 showed that while a handful of papers did describe 

possible cooling scenarios, even in those years most scientifi c articles either 

articulated warming scenarios (the majority), or else were neutral between 

the two possibilities.  e   

 a.   G. J. Kukla and R. K. Matthews,  “ When Will the Present Interglacial End?, ”   Science  

178(4057), no. 4057 (1972), 191, emphasis added. 

 b.    “ A Study of Climatological Research as It Pertains to Intelligence Problems, ”  US 

Central Intelligence Agency, reprinted in  The Weather Conspiracy  (Ballantine Books, 

1977). 

 c.   L. Ponte,  The Cooling  (Prentice-Hall, 1976); N. Calder,  The Weather Machine  

(Viking, 1975); P. Gwynne,  “ The Cooling World, ”   Newsweek , April 28, 1975: 64; A. 

J. Bray,  “ The Ice Age Cometh: Remembering the Scare of Global Cooling, ”   Policy 

Review  58, fall 1991: 82 – 84. 

 d.   US Committee for the Global Atmospheric Research Program, National Research 

Council,  Understanding Climatic Change: A Program for Action  (National Academy of 

Sciences, 1975); J. H. Douglas,  “ Climate Change: Chilling Possibilities, ”   Science News  

107, no. 9 (1975): 138 – 40; W. Connolley,  “ Was an Imminent Ice Age Predicted in 

the   70 ’ s? No, ”  2005, www.wmconnolley.org. 

 e.   T. C. Peterson et al.,  “ The Myth of the 1970s Global Cooling Scientifi c Consensus, ”  

American Meteorological Society, 20th Conference on Climate Variability and 

Change, 2008.   

http://www.wmconnolley.org
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global monitoring programs, such as a 100-station network to sample air 
and precipitation chemistry, measure solar radiation, and gather other 
climatological data. 

 SCEP ’ s recommendations focused on the need for uniform global data. 
Letting forth a scientifi c  cri de coeur , the report hammered on the point 
that  “ critically needed data were fragmentary, contradictory, and in some 
cases completely unavailable.  This was true for all types of data — scientifi c, 
technical, economic, industrial, and social . ”  It recommended three initiatives: 
(1) new methods for global information gathering that would integrate 
economic and environmental statistics, along with  “ uniform data-collec-
tion standards, ”  (2)  “ international physical, chemical, and ecological mea-
surement standards, ”  administered through a  “ monitoring standards 
center, ”  and (3) integration of existing monitoring programs to produce 
an optimal global monitoring system.  17   

 Whereas the majority of the participants in SCEP were Americans, SMIC 
included a much more international cast of characters. Held less than a 
year before the Stockholm UN Conference on the Human Environment, 
the summer workshop was hosted in Stockholm by the Royal Swedish 
Academy of Sciences. SMIC provided a detailed technical discussion of 
GCMs and other, simpler climate models. Its conclusions with respect to 
human impacts on climate, however, were decidedly muted. William 
Kellogg, one of the SMIC organizers, recalled:  “ After most of our conclu-
sions were out on the table, I was intrigued by the apparent impasse in the 
assembled group between two opposing schools of thought: the climate 
 ‘ coolers ’  and the climate  ‘ warmers, ’  if you will. It depended on whether 
you came from the atmospheric particle or aerosol camp, or the carbon 
dioxide and infrared-absorbing gases camp. ”  This split stemmed, in part, 
from the recent Rasool-Schneider study indicating the potential for aerosol 
cooling to overwhelm carbon dioxide ’ s warming effects.  18   Further, Kellogg 
noted,  “ there was a clear reluctance on the part of many [SMIC partici-
pants] to make any predictions at all about the future. ”   19   As a result, the 
SMIC report warned of possible  “ serious consequences, ”  but took no con-
sistent position on exactly what those might be. SMIC recommended a 
100-station global monitoring program specially designed for climate, 
more elaborate than the one proposed the previous year by SCEP. SMIC 
estimated that an adequate program could be established for a yearly 
budget of about $17.5 million. 

 SCEP and SMIC had at least one direct outcome: the UN Conference on 
the Human Environment approved their calls for a global climate monitor-
ing network, appearing as Recommendation 79 of the UNCHE Action Plan: 
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 It is recommended: 

 (a)   That approximately 10 baseline stations be set up, with the consent of the States 

involved, in areas remote from all sources of pollution in order to monitor long-term 

global trends in atmospheric constituents and properties which may cause changes 

in meteorological properties, including climatic changes; 

 (b)   That a much larger network of not less than 100 stations be set up, with the 

consent of the States involved, for monitoring properties and constituents of the 

atmosphere on a regional basis and especially changes in the distribution and con-

centration of contaminants; 

 (c)   That these programmes be guided and coordinated by the World Meteorological 

Organization; 

 (d)   That the World Meteorological Organization, in cooperation with the 

International Council of Scientifi c Unions (ICSU), continue to carry out the Global 

Atmospheric Research Programme (GARP), and if necessary establish new pro-

grammes to understand better the general circulation of the atmosphere and the 

causes of climatic changes whether these causes are natural or the result of man ’ s 

activities.  20   

 The UNCHE led immediately to the establishment of the UN 
Environment Programme, thus in some sense institutionalizing this goal. 
However, the recommendation punted implementation to the World 
Meteorological Organization, the International Council of Scientifi c 
Unions, and the Global Atmospheric Research Program, raising awareness 
and adding legitimacy to these existing efforts but ultimately contributing 
little of substance. 

  The Limits to Growth  

 At the same time he was organizing SCEP and SMIC, Carrol Wilson also 
catalyzed another project connected with global simulation modeling: the 
 “ world dynamics ”  models used in the famous report  The Limits to Growth , 
published in 1972. Though not directly related to climate modeling, the 
history of world dynamics bears attention here for two reasons. First, it 
connects strongly with model-data relationships I have discussed through-
out this book. Second,  The Limits to Growth  was the fi rst document based 
on simulation modeling to gain the attention of a mass audience as well 
as of political leaders outside the restricted circles of science advisory bodies. 

 Wilson was an early member of the Club of Rome, a small international 
group of prominent businessmen, scientists, and politicians founded in 
1968 by the Italian industrialist Aurelio Peccei. Among the Club ’ s earliest 
projects was a proposal to model what it called the  “ world  probl é matique ”   —
 global, systemic problems — using techniques borrowed from cybernetics, 
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but the Volkswagen Foundation had rejected that proposal for method-
ological vagueness.  21   At this point, Wilson invited his Sloan School of 
Management colleague Jay Forrester to attend the Club ’ s fi rst general 
meeting, to be held in June of 1970. Forrester, a major computer pioneer 
in the 1940s and the early 1950s, had begun developing simulation models 
of industrial and urban dynamics in the late 1950s.  22   His modeling tech-
niques, essentially complex series of weighted feedback relationships, 
strongly resembled cybernetic approaches (although Forrester usually 
denied any infl uence from that quarter). Wilson saw the potential for a fi t. 
At the Club of Rome meeting, Forrester suggested that his approach might 
work for modeling the  “ world  probl é matique , ”  and he invited Club members 
to attend a workshop on industrial dynamics. 

 When the Club of Rome ’ s executive committee arrived at MIT three 
weeks later, Forrester had worked up and programmed on the computer a 
rough model,  “ World 1, ”  based on earlier ideas. This very rapid work-up 
of the world model refl ected one of Forrester ’ s fundamental beliefs: that 
system structure and dynamics mattered far more than precise inputs. In 
 Urban Dynamics , published in 1969, Forrester had argued that systems as 
complex as cities are  “ counterintuitive, ”  in the sense that policies devel-
oped to fi x problems often end up making them worse. In a classic example, 
citizens and downtown businesses complain about a lack of available 
parking. The city responds by building parking structures, but the result is 
gridlock on the streets when the structures empty simultaneously at the 
end of the workday. In effect, policymakers tend to see and treat symptoms 
rather than causes. This occurs because  “ a complex system is not a simple 
feedback loop where one system state dominates the behavior, [but] a 
multiplicity of interacting feedback loops . . . controlled by nonlinear 
relationships. ”   23   

 No matter what they were simulating, Forrester ’ s models tended to be 
insensitive to changes in most parameters, even changes of several orders 
of magnitude. To Forrester, the models offered a way to discover the few 
parameters and structural changes that  could  produce desirable effects in 
systems that would otherwise escape anyone ’ s attempt to control them. 
Furthermore, in his simulations many systems ’  short-term responses to 
change were of opposite sign from their long-term responses; in other 
words, effective policies usually followed a  “ worse before better ”  pattern. 
This was not a happy message for policymakers to hear, much less to 
deliver, so Forester also advocated using simple simulation models to 
educate a broad public about nonlinear systems and the power of models 
as aids in understanding. 
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 The World 1 model divided world systems into fi ve major subsystems 
(natural resources, population, pollution, capital, and agriculture) and 
incorporated some sketchy data and guesses about relationships among 
these variables. Perhaps not surprisingly, World 1 ’ s characteristic modes 
resembled those of the industrial and urban models Forrester had already 
developed, especially the phenomenon of  “ overshoot and collapse. ”  Eduard 
Pestel recalled that the Club of Rome ’ s founder, Aurelio Peccei, was tremen-
dously impressed  “ by the fact that all computer runs exhibited — sooner or 
later at some point in time during the next century — a collapse mode regard-
less of any  ‘ technological fi xes ’  employed, ”  and that Peccei  “ obviously saw 
his fears confi rmed. ”   24   The Club of Rome returned to the Volkswagen 
Foundation with a new proposal. This time, with Forrester ’ s methodology 
in hand, the foundation approved the application for an 18-month model-
ing project at MIT. Forrester ’ s former student Dennis Meadows led the 
System Dynamics Group, with Forrester acting as consultant.  25   The team 
went on to develop two successor models, World 2 and World 3.  26   

 The fundamental conclusion of  The Limits to Growth  was that a fi nite 
planet could not sustain the exponential growth rates exhibited by many 
important trends, including natural resource consumption, pollution, and 
population growth. Carbon dioxide was explicitly included under the 
heading  “ pollution. ”  The world dynamics models continued to show, after 
refi nement and even on the most optimistic assumptions, that natural 
resources would be rapidly exhausted, that pollution would rapidly increase 
to life-threatening levels, and that catastrophic collapse, including massive 
famine, would follow around the year 2050.  The Limits to Growth  sold more 
than 7 million copies worldwide, in some thirty languages. 

 The System Dynamics Group ’ s self-described  “ bias ”  followed Jay 
Forrester in favoring model structure and dynamics over precise data. The 
group did attempt to calibrate the models by starting model runs in the 
year 1900 and adjusting parameters until the model results roughly 
matched historical trends. But the data used to estimate those trends, as 
well as the data used to parameterize the world models, were generally 
poor in quality. In many cases, they were simply guessed. Reviewers 
attacked  Limits  savagely for this apparent sin.  27   But the situation was more 
complicated than it appeared. 

 Like the weather and climate modelers before them, the System 
Dynamics Group encountered great diffi culty in its search for high-quality 
information about the real-world systems they simulated. Since they gener-
ated very long runs (up to 150 years) to project long-term future trends, 
the group wanted to validate the models against equally long historical 
time series. As Dennis Meadows put it in an interview,  “ it was hard in 
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those days to fi nd the kind of comprehensive, cross-national time series 
data on the issues we wanted to see, except on population. So we were 
looking where we could, with the United Nations and the World Bank as 
principal sources of information. ”   28   But in 1970 the UN and the World 
Bank were not even a quarter-century old. Where were Meadows and his 
colleagues to fi nd complete, accurate  world-scale  information on pollution, 
agriculture, trade, and other macro variables before 1950?  

 Thus the System Dynamics Group faced data-collection problems much 
like those that faced climatology: no central authority or source, widely 
differing standards, many data inaccurate, large gaps in temporal and 
spatial coverage, and so on. The scant available information, such as pol-
lution measurements and resource-consumption fi gures, was mostly either 
in a highly aggregated form that prevented analysis using the model cat-
egories, or else so disaggregated and incommensurate that the small model-
ing group could not make use of it. In the years to come, these data 
problems would emerge over and over again, in arena after arena. Whether 
in natural science, social science, economics, or policymaking, every 
attempt to study global change of any kind had to deal with collecting 
inconsistent, incomplete data from a vast variety of heterogeneous national 
and local sources, then correcting, fi ltering, and combining them to create 
global data sets. Whether explicit or implicit, simple or complex,  modeled 
global data have been the norm rather than the exception in every fi eld . 

 The world dynamics models drew heavy fi re from the scientifi c com-
munity, which saw them as simplistic. The World 1 model contained only 
120 lines of equations; all the models lumped numerous complex problems 
into a relatively small set of single, dimensionless variables. Though later 
versions disaggregated some of these variables, the world dynamics models 
certainly represented a much lower order of sophistication and complete-
ness than climate models of the same era. Other critiques took aim at the 
very global-ness of the models (their attempt to pull together so many 
heterogeneous factors in a single frame) and their confi dent century-scale 
predictions, pointing out that few predictions made in 1872 would have 
been accurate for 1972.  29   Disaggregating the world models into regions, 
adding complexity and heterogeneity, might produce quite different 
results — and indeed, in 1974 the second Club of Rome report did just 
that.  30   Another criticism went even deeper. The  “ overshoot and collapse ”  
tendency of all Forrester ’ s models drew well-founded suspicions that the 
modeling techniques themselves — not the phenomena supposedly mod-
eled — generated the characteristic behavior. Within a couple of years, most 
scientists regarded world dynamics with indifference or even contempt, 
and attention faded. 
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 Nevertheless, during the rest of the 1970s the Club of Rome com-
manded considerable international respect. It convened a series of meet-
ings among senior politicians to discuss global resource concerns. Some of 
the meetings, held in major world capitals, were attended by presidents 
and prime ministers.  31    The Limits to Growth  and the Club of Rome had few 
if any  direct  effects on policy, but that was never their intent. Instead, 
through its models, popular books, meetings, and person-to-person can-
vassing of politicians, the Club succeeded in communicating, to both a 
broad public and a policy elite, its two basic conclusions: that ever-increas-
ing population, pollution, and consumption levels would eventually break 
the world system, and that attempts to control problems piecemeal, 
without taking into account the interconnected and often global nature 
of socio-technical-environmental systems, would almost certainly mis-
carry. Thus, although world dynamics failed as a scientifi c enterprise, it 
succeeded as an intervention in political culture.  The Limits to Growth  also 
succeeded in legitimizing and promoting global simulations as a policy-
relevant method of analysis — at least in some circles, especially the popular 
press and the environmental movement.  

 In many scientifi c circles, however, the system-dynamics modelers ’  
hubris sparked suspicion and even derision. A telling example regards 
a joint East-West international project, the International Institute for 
Applied Systems Analysis (IIASA). Early briefs for the Institute, fi rst con-
ceived in 1966, had nothing to do with modeling. By 1968 the project ’ s 
working name was  “ International Center for the Study of Problems 
Common to Advanced Industrialized Societies. ”  Between 1968 and 1972, 
the project homed in on applying cybernetics, operations research, and 
other modeling techniques to social, technical, and environmental con-
cerns. Howard Raiffa, the IIASA ’ s fi rst director, recalled that, as a direct 
result of the controversy surrounding  The Limits to Growth ,  “ the issue of 
global modeling was very intense ”  by 1972, when the Institute opened 
near Vienna: 

 Some people thought [global modeling] was the main purpose of IIASA. Aurelio 

Peccei, who was president of the Club of Rome, was a strong advocate. So was the 

Canadian representative. But Lord Zuckerman insisted that there be nothing about 

global modeling and he threatened to pull out the [British] Royal Society. The 

enmity between Sir Solly [Zuckerman] and Peccei was very severe. The compromise 

was that IIASA itself would not do any work on global modeling, but would host a 

series of conferences to review contributions to global modeling and document the 

results.  32   
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 Despite being shunned by  “ establishment ”  scientists, members of the origi-
nal  Limits  modeling group continued to work and publish, attracting a 
devoted following with a countercultural fl avor.  33   

 On a different, more infrastructural level, system dynamics did achieve 
wide currency. Software based on the system dynamics approach — such as 
DYNAMO, an early programming language for system dynamics simula-
tions developed by Forrester ’ s group at MIT, and Stella, a widely used 
graphical modeling package developed for the Apple Macintosh in 
1984 — facilitated simple simulation exercises incorporating numerous 
feedback loops. This software grew popular especially for ecological model-
ing and in college and secondary education. Forrester went to considerable 
lengths to deploy system dynamics in MIT Sloan School pedagogy, and 
supported numerous other educational uses of modeling throughout his 
long career. 

 Forrester-style system dynamics never became a mainstream scientifi c 
approach, but it did inaugurate an important minority tradition that has 
gradually returned to center stage. Related simulations such as energy 
economy models would rise to prominence in the wake of the 1973 – 74 oil 
crisis.  The Limits to Growth  also spawned a continuing series of comprehen-
sive global simulation models. These included a United Nations World 
Model and a US Government Global Model.  34   By the late 1980s, these had 
morphed into  “ integrated assessment models ”  and gained real currency in 
policy circles. 

 In short, despite their poor scientifi c quality, the  Limits  world dynamics 
models played a central role in moving global simulation modeling into 
the public sphere. The Club of Rome played a major part in building public 
awareness that the complex, multiply interlocking relationships of natural 
resources and environmental pollution with human economies and societ-
ies had to be considered as a global whole. Taken together, SCEP, SMIC, 
and  The Limits to Growth  mark the public debut of global simulation mod-
eling as a primary technology of environmental knowledge. 

 At the same time, SCEP, SMIC, and  Limits  also revealed the weaknesses 
of global knowledge infrastructures. SCEP and SMIC limited their knowl-
edge claims, arguing for a human impact on climate without specifying 
the nature or degree of change. They succeeded in framing climate change 
as a global policy problem, and in setting an agenda for further data col-
lection and more modeling, but — recognizing the limits of their predictive 
powers — they made no attempt to push further. Much more ambitiously, 
 Limits  sought to demonstrate an actual if non-specifi c crisis of overcon-



372 Chapter 14

sumption and pollution. It foundered precisely on the absence of high-
quality, long-term, commensurable global data against which to validate 
its models. It tried to draw together a vast number of threads through 
computer simulation, but failed to demonstrate their realism; it made 
many claims it could not cash out, especially when pitted against more 
detailed, sectoral simulations by economists. Nonetheless,  The Limits to 
Growth  succeeded in establishing its eponymous heuristic as a basic tenet 
of 1970s environmentalism. 

 Climate Politics in the 1970s 

 Throughout the 1970s, scientist  “ issue entrepreneurs, ”  including Roger 
Revelle, Joseph Smagorinsky, William Kellogg, and many others, continued 
to articulate reasons for policy concern with climate issues, especially 
greenhouse warming and aerosol-driven cooling. In general, however, they 
rarely stepped beyond recommending further modeling and monitoring.  35   
Once climate change became associated with the  “ energy crisis ”  of the 
1970s, the issue gained constituencies within the US policy apparatus, 
arousing the sustained concern of the Carter administration, the 
Department of Energy, and the Environmental Protection Agency. Similar 
constituencies emerged in several European nations, notably Sweden, but 
this section will focus principally on the United States. 

 The executive branch of the US government fi rst became concerned 
with climate in 1973, when a long drought in the Sahel region of Africa 
caused widespread famine, Peruvian anchovy fi sheries collapsed, and the 
Soviet Union ’ s wheat crop failed disastrously, resulting in the controversial 
sale of American wheat to the USSR.  36   The Nixon administration framed 
these issues as threats to geopolitical stability. Two Central Intelligence 
Agency reports on the security implications of global cooling scenarios, 
supposedly related to a long list of recent climate-related crop failures 
around the world, bolstered this framing. One argued that a substantial 
climate change had begun in 1960, and that an  “ agricultural optimum ”  
was being  “ replaced by a normal climate of the neo-boreal era . . . which 
has existed over the last 400 years. . . . Climate is now a critical factor. The 
politics of food will become the central issue of every government. ”   37   The 
combination of an apparent climate-related crisis and forward-looking 
geopolitical concerns provoked executive-branch interest. However, the 
glaring lack of credible short- and medium-term predictive tools limited 
the focus to improving climate monitoring and prediction, the same goals 
outlined by SCEP and SMIC. The White House Domestic Council proposed 
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a  “ United States Climate Program ”  in 1974; two administrations later, this 
resulted in the National Climate Program Act of 1978. 

 The National Climate Program Act authorized $50 million annually for 
climate monitoring, climate forecasting, and basic research. Its chief con-
cerns involved short-term climatic effects  “ on agriculture, energy supply 
and demand, land and water resources, transportation, human health, and 
national security. ”   38   In addition to supporting new research, the National 
Climate Program was to serve a coordinating function for the many exist-
ing federal programs related to climate. Emphasizing research and report-
ing (rather than action) on climatic change, it sought better understanding 
of local and regional climate trends; long-term, global climate change was 
a relatively minor focus of the program. In addition, the NCP supported 
the Global Atmospheric Research Program and the World Climate Program, 
as well as US-based global data collection.  39   

 In retrospect, one of the NCPA ’ s most striking features was its  national  
framing of the climate issue. Despite some support for international activi-
ties, the NCPA focused on forecasting only the North American climate. 
Scientists knew, of course, that such forecasting would require global 
models and global data networks, but on the political level the act recog-
nized only a national interest in climate. Over the next decade, this would 
evolve toward a recognition of global concerns as a legitimate focus of 
climate policy. 

 Although it did support a considerable amount of greenhouse research, 
the National Climate Program ’ s major accomplishments were to strengthen 
user-oriented  “ climate services ”  and to develop impact-assessment 
methods. In a letter to Secretary of Commerce Juanita Kreps, the bill ’ s 
sponsor, Representative George E. Brown Jr., wrote:  “ I see climate services 
and impact assessments . . . as the real areas of pioneering in this 
Program. It is a chance to use technology to increase the socioeconomic 
resilience of our society. ”   40   The NCP thus marked a transition point 
between the short-term weather-modifi cation frame that dominated 
US climate policy during the 1960s and the 1970s and the concern with 
long-term, quasi-permanent climate change that took the stage in the 
1980s. 

 In another Carter-era modeling effort, the Council on Environmental 
Quality (the Carter administration ’ s principal environmental policy unit) 
spent three years conducting a world modeling exercise charged with pro-
jecting  “ the long-term implications of present world trends in population, 
natural resources, and the environment, ”  including climate. But like the 
Club of Rome modelers before them (to whom they compared themselves 
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directly), the Council on Environmental Quality ran into the brick wall of 
incommensurable models and data: 

 Several [federal] agencies have extensive, richly detailed data bases and highly elabo-

rate sectoral models. Collectively, the agencies ’  sectoral models and data constitute 

the Nation ’ s present foundation for long-term planning and analysis. Currently, the 

principal limitation in the Government ’ s long-term global analytical capability is 

that the models for various sectors were not designed to be used together in a con-

sistent and interactive manner. The agencies ’  models were created at different times, 

using different methods, to meet different objectives. Little thought has been given 

to how the various sectoral models — and the institutions of which they are a part —

 can be related to each other to project a comprehensive, consistent image of the 

world.  41   

 Therefore, rather than develop a single integrated model, the CEQ 
sequenced the sectoral simulations, using one as input to the next. 

 The lack of genuine integration had serious consequences when it came 
to including climate in the Global 2000 model. The CEQ report included 
fi ve global  “ climate scenarios ”  derived from a survey of experts. They 
ranged from a  – 0.9 ° C cooling to a warming of 2.2 ° C by the year 2000 (rela-
tive to the 1880 – 1884 average). The experts ’  opinions as to the most likely 
scenario centered on a small but signifi cant warming (0.5 ° C). Yet  “ unfor-
tunately, after the climate scenarios were developed, it was discovered that 
 none of the projection models used by the Government were designed to accept 
climate as an input variable,  and as a result the Global 2000 climate scenarios 
could not be used. ”   42   This strange episode highlights the low level of 
concern about global climate change within US policy agencies in the late 
1970s, even those presumably tuned in to environmental and world 
dynamics issues. Yet it also illustrates the extent to which global simulation 
modeling had already penetrated political culture, at least at the level of 
agency analysis. Global modeling practices were emerging in parallel, 
within individual sectors. The integrated modeling pioneered by  The Limits 
to Growth , combining social, technological, and environmental elements, 
would not fl ower fully until the latter half of the 1980s. 

 The fi rst major greenhouse study program developed in the Department 
of Energy (DOE). When the Carter administration created a multi-
billion-dollar synthetic fuels program to reduce US reliance on imported 
oil, scientists pressed the case for concern about greenhouse warming 
from the resulting emissions.  43   Responding in 1977, the DOE initiated a 
Carbon Dioxide Research and Assessment Program. The nascent National 
Climate Program then assigned  “ lead agency ”  responsibility for the carbon 
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dioxide question to the DOE. With an annual budget of $10 – 15 million, 
the DOE program became the largest greenhouse research effort in 
the US.  44   

 These policy-related programs increased and focused funding for climate 
modeling, but scientifi c developments were already pushing a widespread 
trend in that direction. The Global Atmospheric Research Program was 
building to its crescendo, the 1978 – 79 Global Weather Experiment (also 
known as the First GARP Global Experiment, or FGGE). Even as FGGE 
began, GARP ’ s focus began to shift from its fi rst objective (improving the 
global observing and forecast systems) to its second (improving under-
standing of circulation and climate). In April 1978, GARP ’ s Joint Organizing 
Committee (JOC) held a major conference on climate modeling, attended 
by representatives from most of the world ’ s major modeling groups.  45   In 
his keynote address, JOC Chairman Joseph Smagorinsky discussed  “ climate 
predictability of the second kind, ”  i.e., studies of climate sensitivity to the 
forcing of major parameters such as carbon dioxide. He argued that, despite 
vast improvement in modeling techniques over the previous decade,  “ fun-
damental data are lacking to guide the formulation of improved parameter-
izations or for providing suffi ciently long global records of key climatic 
parameters. ”  Satellites offered the only realistic hope for global data, 
though space sensor technology remained  “ inadequate to many of the 
already identifi able tasks. ”  Smagorinsky pointed to data from the upcom-
ing FGGE year as  “ the most immediate opportunity for a defi nitive global 
data set. ”   46   

 By the second half of the 1970s, the number of institutions conducting 
serious climate research had grown dramatically. In addition to the major 
labs at NCAR, GFDL, UCLA, and RAND, these now included several NASA 
laboratories, the National Climate Program (led by the National Oceanic 
and Atmospheric Administration), and the Department of Energy ’ s CO 2  
program. In 1975 the Advanced Research Projects Agency ’ s climate program 
was transferred to the National Science Foundation, where it became the 
Climate Dynamics Program, extending NSF support to a considerable 
number of university-based research programs.  47   As we saw in chapter 7, 
during this period climate models and modeling groups spread rapidly 
around the world. 

 A watershed of sorts was reached in 1979. By then the White House 
Offi ce of Science and Technology Policy (OSTP) had become concerned 
about environmental problems related to the Carter administration ’ s syn-
fuels program, including acid rain as well as climate change. OSTP requested 
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a  “ fast-turnaround ”  study of the climate question from the National 
Research Council. Convened by the MIT weather modeling pioneer Jule 
Charney, the group included the Swedish climate scientist and GARP chair-
man Bert Bolin. It also consulted British and Australian scientists as well 
as numerous Americans. The study group examined six GCM simulations 
by Syukuro Manabe ’ s group at the Geophysical Fluid Dynamics Laboratory 
and James Hansen ’ s group at NASA ’ s Goddard Institute for Space Studies, 
as well as various simpler models. The six GCM runs gave results ranging 
from 2 ° C to 3.5 ° C for CO 2  doubling. To this narrow range of results, the 
Charney group added an additional margin, concluding that  “ the most 
probable warming for a doubling of CO 2  ”  would be  “ near 3 ° C with a prob-
able error of   1.5 ° C. ”   48   

 The  “ Charney report, ”  as it was known, is often cited as the fi rst policy-
oriented assessment to claim a concrete, quantitative estimate of likely 
global warming. Heavily hedged with expressions of uncertainty, the 
report nonetheless declared that despite a diligent search it had been 
unable to fi nd any legitimate reasons to discount the probability of global 
warming. On the other hand, it made no prediction as to exactly when 
this would occur, arguing that the heat capacity of the oceans might delay 
its manifestation  “ by several decades. ”  Nor did it predict how the warming 
would affect any particular place. 

 Similarly, the fi rst World Climate Conference, held in Geneva earlier in 
1979, issued a  “ declaration ”  containing an  “ appeal to nations ”  for  “ urgently 
necessary ”  attention to climate issues. Yet while it mentioned the steady 
rise in carbon dioxide concentrations — along with land-use change, defor-
estation, urban heat, and other human activities affecting climate — it 
offered no quantitative estimates of change. It pressed the case for further 
research and better data. On the other hand, it also expressed a need for 
concerted study of the possible impacts of climate change. 

 The World Climate Conference sparked the formation of the World 
Climate Programme (WCP) under the joint sponsorship of the WMO, 
ICSU, and the UN Environment Programme. The WCP itself focused prin-
cipally on applied climate issues, such as agricultural meteorology, but it 
also established a World Climate Research Programme (WCRP, initially 
known as the Climate Change and Variability Research Programme). The 
WCRP, initially chaired by Smagorinsky himself, essentially took over 
GARP ’ s Climate Dynamics sub-program and comprised most of the same 
members. It developed a series of increasingly ambitious programs, begin-
ning with the international Satellite Cloud Climatology Project (started in 
1982) and the fi rst research initiative on ocean-atmosphere interactions 
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coupling observational and model-based studies: the Tropical Ocean and 
Global Atmosphere (TOGA) program, begun in 1984. 

 At the fi rst meeting of the WCRP ’ s Joint Scientifi c Committee, in early 
1980, WMO Secretary-General Aksel Wiin-Nielsen noted increasing aware-
ness of  “ the CO 2  problem ”  and a rising tide of CO 2 -related research in 
many nations.  “ However, ”  he told the committee,  “ there is a real need for 
some machinery to maintain regular critical scientifi c appraisal of . . . the 
research in a form which also renders possible defi nitive and authoritative 
statements from time to time interpreting the results in terms meaningful 
to those responsible for policy. . . . These requirements could best be met 
by some form of international board for the assessment of all scientifi c 
aspects of the CO 2  question. ”   49   This was among the fi rst articulations of 
what would become, eight years later, the Intergovernmental Panel on 
Climate Change. 

 Sticky Numbers: Stabilizing Projections of Global Warming 

 After the Charney report and the World Climate Conference, the  “ carbon 
dioxide problem ”  became the subject of focused, sustained international 
attention. The climate science community recognized the human signifi -
cance of its scientifi c work and a responsibility to speak out about it. The 
notion of ongoing  “ international assessments ”  of the state of scientifi c 
knowledge would take another decade to gain a permanent institutional 
foothold in the form of the IPCC. In the interim, climate science began to 
concentrate its resources on extending and stabilizing both its knowledge 
of the past (as described in chapter 11) and its projections of a future under 
CO 2  doubling. 

 Not only did the Charney report make a defi nite call (unlike most of 
its predecessors); even more important, its numbers  stuck . Its 1.5 – 4.5 ° C 
climate sensitivity range, and its 3 ° C  “ best guess ”  warming estimate, 
marked the stabilization of these crucial fi gures, which continues in a 
nearly unbroken line into the present. (See   table 14.1 .) The Charney 
group ’ s reasoning in regard to these numbers bears extended quotation 
and commentary: 

 We believe that the snow-ice albedo feedback has been overestimated in the H 

[Hansen] series and underestimated in the M [Manabe] series. For the above reasons 

[including others not quoted here], we take the global or hemispheric surface warm-

ings to approximate an upper bound in the H series and a lower bound in the M 

series. . . . These are at best informed guesses, but they do enable us to give rough 

estimates of the probable bounds for the global warming. As we have not been able 
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  Table 14.1 
 Range of GCM results, estimate of equilibrium climate sensitivity, and  “ best guess ”  

global temperature increase for CO 2  doubling from successive assessment reports. 

Corrected and updated from J. P. van der Sluijs,  Anchoring Amid Uncertainty  [ Houvast 

Zoeken in Onzekerheid ] (University of Utrecht, 1997), 43. (Compare with table 7.3, 

which shows climate-sensitivity results from simpler models published between 

1896 and 1975.)  

 Assessment 

 Range of GCM 

results ( ° C) 

 Equilibrium 

climate sensitivity 

  “ Best guess ”  

( ° C) 

 NAS 1979  2 – 3.5  1.5 – 4.5  3 

 NAS 1983  2 – 3.5  1.5 – 4.5  3 

 Villach 1985  1.5 – 5.5  1.5 – 4.5  3 

 IPCC 1990  1.9 – 5.2  1.5 – 4.5  2.5 

 IPCC 1992  1.7 – 5.4  1.5 – 4.5  2.5 

 IPCC 1994  not given  1.5 – 4.5  2.5 

 Bolin 1995  not given  1.5 – 4.5  2.5 

 IPCC 1995  1.9 – 5.2  1.5 – 4.5  2.5 

 IPCC 2001  2.0 – 5.1  1.5 – 4.5  2.5 

 IPCC 2007  2.1 – 4.4  2 – 4.5  3 

to fi nd evidence for an appreciable negative feedback due to changes in low- and 

middle-cloud albedos or other causes, we allow only 0.5 ° C as an additional margin 

for error on the low side, whereas, because of uncertainties in high-cloud effects, 

1 ° C appears to be more reasonable on the high side.  50   

 Jeroen van der Sluijs has perceptively argued that, despite the self-admit-
tedly  “ rough ”  way in which this range was determined, it became an 
anchoring device — a  “ highly aggregated and multivalent consensus knowl-
edge construct ”  bridging climate science and policy. 

 Across the next 28 years, successive scientifi c assessments reported 
varying ranges of GCM results. The latter changed considerably, especially 
at the top end (from 3.5 ° C in the Charney report to 5.5 ° C in the 1985 
Villach report; see table 14.1). Yet  the next eight successive assessments all 
retained the 1.5 – 4.5 ° C range  for climate sensitivity, which changed only in 
2007 — and only slightly — with the fourth IPCC report. Further, while the 
Charney report  added  1 ° C to the top of the climate sensitivity range as an 
expression of known uncertainties, most of the later reports  reduced  the 
top end of their climate sensitivity estimates by up to 1 ° C (relative to the 
range of GCM results).  “ Best guess ”  fi gures for global warming also varied 
very little, changing only twice in ten assessments over 28 years.   
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 The remarkable stability of the climate sensitivity range, and the fact 
that there have been just two best-guess estimates of warming (3 ° C and 
2.5 ° C), seems curious in a fi eld marked by substantial uncertainties.  51   
Scientists explained that since their judgment as experts was based on a 
wide range of knowledge, not just on general circulation model outputs, 
changes in the range of GCM results did not by themselves provide a suf-
fi cient reason to alter their assessment of the climate sensitivity range. The 
1990 IPCC report noted that the full set of 22 model runs gave estimates 
ranging from 1.9 ° C to 5.2 ° C. Yet, it went on,  “ most results are close to 
4.0 ° C but recent studies using a more detailed but not necessarily more 
accurate representation of cloud processes give results in the lower half of 
this range. Hence the model results do not justify altering the previously 
accepted range of 1.5 – 4.5 ° C. ”   52   Similarly, Lawrence Gates told Jeroen van 
der Sluijs that when it reconsidered the climate sensitivity range in 1992, 
the IPCC decided against revising it because  “ in the absence of a compre-
hensive exploration of parameter space in the doubled CO 2  context, there 
appeared to be no compelling scientifi c evidence to change the earlier 
estimated 1.5 – 4.5 ° C range (which was in itself an educated guess) since 
such a step would have given greater credibility to any new values than 
was justifi ed. ”   53   By itself, however, this is not a compelling account. 
Another element was the belief — not quantifi ed, but widely shared — that 
if the highest GCM results did refl ect the actual climate sensitivity, more 
warming would already have appeared in the data record. Other factors 
included the usually understated importance of simpler, one- and two-
dimensional climate models as a counterbalance to GCMs in expert assess-
ments, as well as the role of experts ’  subjective judgments in shaping fi nal 
conclusions. For example, Bob Dickinson recalled that at the 1985 Villach 
conference (discussed below),  “ My 5.5 ° C . . . was inferred by showing you 
would get at least that [much warming] if you took the current GCMs with 
the strongest ice albedo feedback and combined it with the model with 
the strongest cloud feedback, so that both strong feedbacks were in the 
same model. At the meeting Suki Manabe was personally skeptical that 
such a large number could be achieved, and I recall that led the meeting 
to adopt the previous range. ”   54   These kinds of qualitative expert judgments 
were later brought explicitly into the IPCC ’ s assessment process. 

 Climate sensitivity to carbon dioxide doubling is a key fi gure for climate 
modeling because it provides a simple, direct way to compare the very 
complex models. Yet other zero-dimensional global averages (such as pre-
cipitation and evaporation) and one-dimensional zonal averages (such 
as sea-level pressure, ocean temperature, specifi c humidity, and global 
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overturning streamfunction) can also be compared, as well as even more 
complex two- and three-dimensional output variables. The Program for 
Climate Model Diagnosis and Intercomparison, which organizes the com-
parison of climate models used in IPCC assessments, lists hundreds of such 
variables. Modelers value these more complex comparisons because they 
reveal much about the various models ’  strengths and weaknesses. But for 
communicating the meaning of model results to broader audiences, simple 
global averages are far more effective, and this is what began to happen 
with the Charney report and its successors. 

 The stable 1.5 – 4.5 ° C range and 2.5 – 3 ° C  “ best guess, ”  van der Sluijs 
argues, represented  “ means of managing uncertainty ”  as climate change 
moved from science into a broader policy arena. Like a ship ’ s anchor, they 
limited  “ drifting of the primary scientifi c case. ”  Thus they helped to focus 
an emerging climate politics on aspects of the issue  other than  uncertainty 
about the underlying projections. Though they did not stop GCM projec-
tions from becoming a central focus of public debate, these sticky numbers 
helped move the greenhouse issue once and for all into the arena of public 
policy.  55   

 Nuclear Winter and Ozone Depletion 

 During the 1980s, global warming became the central concern of climate 
politics, rather than just one among several possible forms of  “ inadvertent 
climate modifi cation. ”  It also emerged from the shadows of science-based 
policy advice to become a full-blown issue in mass politics. The climax of 
this period came in 1988 with the formation of the IPCC and, in the United 
States, with dramatic congressional hearings during an intense heat wave 
that placed the issue on the front pages of major newspapers.  56   

 Several developments prepared the ground for the surge of public aware-
ness and political activity. First, climate science was maturing, with a nar-
rowing range of model-based projections that   eliminated cooling scenarios. 
Second, three other major atmospheric issues of the late 1970s and the 
1980s — acid rain (which I will not discuss),  “ nuclear winter, ”  and ozone 
depletion — generated enormous public concern, even more in Europe than 
in the United States.  57   As genuinely global atmospheric problems, these 
paved the way for widespread awareness of the greenhouse problem. 
Meanwhile, new  “ green ”  political parties, particularly in Germany and a 
few other European nations, kept environmental issues of all sorts in the 
foreground. Relatively successful national and regional pacts on acid rain 
in the 1970s and the 1980s, followed in 1987 – 1990 by an unprecedented 
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global ban on ozone-depleting chemicals, bolstered confi dence in the pos-
sibility of concerted international action. The third major context for 
global climate politics emerged quite suddenly when the Cold War ended 
 “ not with a bang but a whimper. ”  Fizzling out in less than two years, from 
the fall of the Berlin Wall in 1989 to the collapse of the Soviet Union 
in 1991, the Cold War left in its wake a yawning  “ apocalypse gap ”  that 
was readily fi lled, in political discourse, by environmental doomsday 
scenarios. 

 The  “ nuclear winter ”  hypothesis resulted from model-based investiga-
tions into the atmospheric effects of nuclear war. Despite a vast stream of 
(largely classifi ed) research into the blast effects of nuclear weapons, for 
more than three decades Pentagon scientists essentially ignored the massive 
urban and forest fi res that would inevitably occur after a nuclear war.  58   
Even when they did begin to incorporate post-nuclear fi restorms in their 
macabre calculus, they paid no attention to the staggering quantities of 
smoke those fi res would generate. Instead, interest in that subject came 
from two other sources: ozone-depletion concerns and studies of volcanic 
eruptions ’  effects on climate. Both were related to the SST controversy. 

 The SST debate had raised the issue of stratospheric ozone depletion by 
nitrogen oxides in jet exhaust. As the SST controversy wound down, the 
same hypothesis re-emerged around the nitrogen oxides that would be 
created in the stratosphere by nuclear blasts. During the same period, inter-
est in aerosols prompted the fi rst modeling of volcanic dust as a factor in 
climate change.  59   (This interest also had origins in NASA observations of 
dust storms and climate on Mars.) A 1975 National Research Council study, 
 Long-Term Worldwide Effects of Multiple Nuclear-Weapon Detonations , found 
that serious ozone depletion — up to 50 percent of the global total, 70 
percent in the northern hemisphere — would result from a nuclear war, but 
did not confi rm a major climatic effect from aerosols, stating that the dust 
cloud from a nuclear war would be similar to a major volcanic eruption.  60   
However, the focus at that time was on dust rather than smoke.  61   This 
changed in the early 1980s. 

 In 1980, Luis Alvarez, his son Walter, and two colleagues published their 
dramatic discovery of a thin iridium layer at the Cretaceous-Tertiary (K-T) 
boundary, a stratum of bedrock laid down approximately 65 million years 
ago. That boundary marks a sudden mass extinction of species, including 
all non-avian dinosaurs. The K-T extinction presented a paleontological 
puzzle that no one could explain. The iridium layer indicated the cause: a 
gigantic meteor, which Alvarez et al. calculated to have been about 10 km 
in diameter. The colossal collision, they hypothesized, would have created 
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a dust cloud suffi cient to darken the atmosphere for several years, suppress-
ing photosynthesis. The explosion would have produced far more dust 
than any known volcanic eruption. It might also have set off sweeping 
fi restorms in forests and grasslands around the world, generating vast 
amounts of smoke.  62   This discovery — confi rmed when other investigators 
located the meteor crater near the Yucatan Peninsula — revolutionized 
paleontology. 

 Although the gigantic meteor explosion would have dwarfed even a 
full-scale nuclear exchange, the obvious analogy played a part in galvaniz-
ing studies of the smoke effects of nuclear war. In 1982, the atmospheric 
chemists Paul Crutzen and John Birks published an article titled  “ The 
Atmosphere After a Nuclear War: Twilight at Noon ”  in the journal  Ambio  
(  fi gure 14.1 ). On the basis of results from a two-dimensional simulation of 
atmospheric chemistry and transport, Crutzen and Birks argued that smoke 
and photochemical smog would darken the Earth for  “ several months ”  
after a nuclear war, drastically reducing sunlight and potentially causing 
massive crop failures and other environmental damage.  63   A group known 
as TTAPS (the initials of the fi ve co-authors), led by Richard Turco and 
including the astronomer and science popularizer Carl Sagan, then fol-
lowed up on this work. TTAPS sequenced three models — a nuclear war 
scenarios model, a particle microphysics model, and a one-dimensional 
radiative-convective climate model — to further explore the climatic effects 
of the massive smoke clouds such fi res might produce. Their simulations 
predicted that for  “ exchanges of several thousand megatons, . . . average 
light levels [could] be reduced to a few percent of ambient and land tem-
peratures [could] reach  – 15 °  to  – 25 ° C. ”   64   Such effects would endure at least 
for several weeks and possibly much longer. They might further extend to 
altering the global circulation.  65   TTAPS coined the phrase  “ nuclear winter ”  
to describe these effects.  66     

 The metaphor had extraordinary political import in the context of early 
Reagan administration claims, already controversial, that an atomic war 
could be meaningfully  “ won. ”  Deputy Undersecretary of Defense Thomas 
K. Jones famously told a journalist that civilians could safely hide from 
nuclear blasts in shallow holes.  “ If there are enough shovels to go around, ”  
he claimed,  “ everybody ’ s going to make it. ”   67   Immediately taken up by 
the anti-nuclear-weapons movement, nuclear winter made its way into the 
mass media and the popular imagination, playing a signifi cant role in the 
widely viewed 1983 TV movie  The Day After . In the journal  Foreign Affairs , 
Sagan argued that nuclear winter might unleash a cascade of famine and 
environmental disasters suffi cient to kill everyone on Earth.  68   The Stanford 
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 Figure 14.1 
 The fi rst page of the  Ambio  article on the atmospheric consequences of nuclear war. 

Reprinted with permission of Allen Press Publishing Services. 



384 Chapter 14

University scientists Paul Ehrlich and Donald Kennedy collaborated with 
Sagan and atmospheric scientist Walt Roberts (founding director of NCAR) 
on a popular book,  The Cold and the Dark: The World After Nuclear War .  69   
Congress held hearings on nuclear winter in 1985. 

 When other climate scientists tested the TTAPS claims using three-
dimensional GCMs, they found the likely outcomes to be considerably less 
dramatic.  70   Starley Thompson and Stephen Schneider, countering Sagan in 
 Foreign Affairs , argued that, though extremely serious, such effects would 
be more like  “ nuclear fall ”  than nuclear winter, and would vary consider-
ably by latitude and region as the pall of smoke circulated around the 
globe.  71   Thus, although they might indeed cause major agricultural fail-
ures, especially if the exchange occurred in springtime, they would prob-
ably not extinguish all human life, as Sagan had suggested. By then, 
however, the  “ nuclear winter ”  metaphor had gained a permanent place in 
the popular political imagination. Like nuclear fallout in the 1960s and 
the SST controversy in the 1970s, nuclear winter was an issue of global 
atmospheric politics. 

 Around the same time, the dramatic discovery of an  “ ozone hole ”  over 
Antarctica (  fi gure 14.2 ) also drew attention to the vulnerability of the 
global atmosphere. The full story behind that event lies beyond the scope 
of this book, but I raise it here because it involved a data-modeling issue 
strikingly similar to the ones we have encountered in the analysis of his-
torical climate records. As noted above, the ozone-depletion issue began 
with studies of the supersonic transport ’ s effects on the stratosphere, but 
these were found to be relatively small and to be manageable by means of 
emission controls on nitrogen oxides.  72   In 1974, the chemists Mario Molina 
and Sherwood Rowland hypothesized that chlorofl uorocarbons (CFCs) —
 artifi cial chemicals used in refrigeration and air conditioning and long 
thought to be completely inert — could break down in the stratosphere, 
enchaining chemical reactions that could destroy the ozone layer.  73   A 
political debate ensued, and some uses of CFCs were banned in 1976. But 
although the CFC-ozone reaction could readily be demonstrated under 
laboratory conditions, confi rming that the reaction also occurred in the 
stratosphere proved extremely diffi cult. Without data to demonstrate real 
damage, further policy action was not forthcoming.   

 Until the late 1970s, ultraviolet readings taken by Dobson spectrometers 
at surface stations made up the bulk of the data record relevant to the 
ozone layer. A WMO-sponsored World Ozone Data Center had cataloged 
ozone measurements since 1960. However, many ozone scientists regarded 
the center ’ s procedures for collecting and correcting data as so poor that 
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 Figure 14.2 
 The largest Antarctic ozone hole ever recorded, imaged using data from NASA ’ s Aura 

satellite in September 2006. Image courtesy of NASA. 
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they stopped reporting station data, leaving the global record spotty and 
inconsistent. Just as in the case of the surface thermometer records dis-
cussed in chapter 11, this made it diffi cult to detect or confi rm a global 
trend. Meanwhile, various modeling exercises proceeded. Also as in the 
global warming case, one-dimensional models, though easier to calculate, 
could not account for circulation effects, so scientists developed two- and 
three-dimensional models. Because reactions involving numerous chemi-
cals other than CFCs affect ozone concentrations, modelers kept adding 
further complexity. Yet until the mid 1980s,  “ the additional computational 
burden of even a 2-D model required using highly simplifi ed chemistry, a 
disadvantage that persisted for years because rapidly increasing [knowledge 
of] chemical complexity was a moving target for 2-D modelers. Most mod-
elers judged it more important to include a fuller, current set of chemical 
processes than to represent two-dimensional movement. ”   74   The fi rst 2-D 
model representing most of the major chemical interactions did not appear 
until 1985. 

 Thus, the atmospheric chemistry and transport models available in the 
early 1980s remained in a relatively primitive state. By then, some of them 
predicted that stratospheric ozone loss from CFCs should be greater at high 
latitudes. Yet none of these models forecast the very large seasonal ozone 
declines — up to 40 percent — fi rst detected at British Antarctic observing 
stations in the springs of 1982, 1983, and 1984.  75   Satellite instruments 
capable of volumetric ozone measurements fi rst fl ew in 1978, but although 
the instruments had in fact registered the Antarctic declines, NASA scien-
tists did not detect the seasonal pattern until the British group was already 
writing up its results.  76   The idea that NASA ’ s algorithms for controlling the 
quality of data  “ fi ltered out ”  the ozone declines as outside the range of 
possible values has been widely propagated.  77   But this is not exactly what 
happened. According to Richard McPeters of NASA,  “ there has never been 
a fi lter applied as described. . . . Our software had fl ags for ozone that was 
lower than 180 DU [Dobson units], a value lower than had ever been reli-
ably reported prior to 1983. In 1984, before publication of the Farman 
paper, we noticed a sudden increase in low value from October of 1983. ”  
The detected low value lay at the 180 DU threshold, not below it.  “ We had 
decided that the values were real and submitted a paper to the conference 
the following summer when [Farman ’ s] paper came out, showing the same 
thing. . . . It makes a great story to talk about how NASA  ‘ missed ’  the ozone 
hole, but it isn ’ t quite true. ”   78   

 The terrifying metaphor of a  “ hole ”  in the protective ozone  “ shield ”  
constituted a crisis suffi cient to galvanize the international community. It 
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led in short order to the Vienna Convention (1985) and the Montreal 
Protocol on Substances That Deplete the Ozone Layer (1987, strengthened 
in 1990). These treaties rapidly phased out all production of most CFCs. 
Since then, the  rate  of ozone depletion has slowed, but the stratosphere is 
still losing ozone; the Antarctic ozone  “ hole ”  continues to grow. The turn-
around point, when the ozone layer will actually begin to regenerate, will 
not be reached until around 2025. At this writing, models project full 
recovery of the ozone layer around 2065.  79   

 The account I have given so far may make it sound as if all controversy 
ceased following revelation of the ozone hole, but this was not the case. 
Few disputed the hole ’ s existence, but its causes remained highly debat-
able,  especially in the absence of good long-term data . For example, the fl awed 
WODC data showed a similar dramatic decline in global total ozone values 
in 1960 – 1962, including very low values at the north pole (but not in 
Antarctica), well before the buildup of CFCs.  80   In 1987 one ozone researcher 
described the ozone hole as  “ a mystery ”  and reported that  “ none of the 
models proposed to date seems capable of explaining the . . . spectacular 
local depletion. ”   81   The policy historian Edward Parson notes that even after 
the infl uential International Ozone Trends Panel report of 1988, widely 
regarded as having settled the issue,  “ important uncertainties and gaps in 
knowledge remained. . . . [These] included quantitative models of Antarctic 
depletion, good satellite records of global ozone, an explanation for the 
observed temperate-latitude depletion, and any basis for making quantita-
tive projections of future depletion. ”   82   Similarly, the political scientist Peter 
Haas has argued that  “ consensual knowledge does not tell the full story ”  
of the rapid move to a global treaty on CFCs. The broad scientifi c consen-
sus marked by the Ozone Trends Panel report occurred  after  the Montreal 
Protocol had already been signed. Haas explains this as the action of a 
strong  “ epistemic community. ”  That term refers to a knowledge-based 
professional group that shares a set of beliefs about cause-and-effect rela-
tionships and a set of practices for testing and confi rming them. Crucially, 
an epistemic community also shares a set of values and an interpretive 
framework; these guide the group in drawing policy conclusions from their 
knowledge. Its ability to stake an authoritative claim to knowledge is what 
gives an epistemic community its power.  83   By 1985, the collection of sci-
entists, scientifi c organizations, policymakers, and environmental NGOs 
concentrating on ozone depletion since the mid 1970s had come together 
as such a community. 

 For Haas, the epistemic community ’ s strength accounts for the rapid 
move to a treaty in the absence of a full consensus on the outstanding 
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scientifi c questions. The infrastructure perspective this book provides 
would extend that explanation considerably, pointing to the material basis 
of that community ’ s work and its knowledge. Meteorological interest in 
stratospheric ozone has an eighty-year history, with some stations moni-
toring ozone levels by 1930. The global ozone monitoring network dates 
to the 1957 International Geophysical Year, long before human effects on 
the ozone layer were of concern to anyone. A full description of ozone 
modeling and data networks lies beyond the scope of this book, but clearly 
that infrastructure underlies the more recent epistemic community sur-
rounding the ozone-depletion issue. 

 Long after the Montreal Protocol and the London Amendments, skep-
tics continued to argue that, although CFCs probably did affect the ozone 
layer, the balance between anthropogenic effects and natural variability 
remained unknown. Furthermore, they contended, data did not support a 
claimed increase in ultraviolet-B radiation reaching the Earth ’ s surface, the 
main cause of human health effects attributed to ozone depletion. Finally, 
the ozone hole was a local effect, created by unique meteorological condi-
tions occurring only during the Antarctic spring. Therefore it was not 
actually a global problem.  84   Notably, the principal advocates of these argu-
ments included many of the same individuals skeptical of carbon dioxide 
warming. Few of their fi ndings were published in peer-reviewed journals, 
and their criticisms were eventually dismissed by the larger scientifi c com-
munity. However, at this writing a new fi nding in chlorine chemistry may 
have revived the controversy by casting doubt on existing understanding 
of fundamental chemical interactions involved in stratospheric ozone 
destruction.  85   

 Global Warming as Mass Politics 

 Nuclear winter and ozone depletion drew attention to the vulnerability of 
the global atmosphere and provoked enormous public anxiety. CO 2 -
induced climate change emerged as a mass political concern during the 
same period — and it was tightly connected to those issues in both scientifi c 
and popular contexts. An era of global atmospheric politics had dawned. 
 In the early 1980s, debates about these issues took place in the context of 
the Reagan administration ’ s militant anti-environmentalism, especially 
during Reagan ’ s fi rst term (1981 – 84). Among other things, the new admin-
istration cut the budget of the Department of Energy ’ s carbon dioxide 
program and dismissed its leader as part of a systematic attack on the 
department itself (which it attempted to dismantle) and on other govern-
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ment bodies concerned with climate change, including the National 
Oceanic and Atmospheric Administration and the Environmental 
Protection Agency. One result was to suppress a 1980 project for  “ inte-
grated scenario analysis, ”  sponsored by the American Association for the 
Advancement of Science and the Department of Energy, that would have 
brought climate scientists together with agronomists, hydrologists, health 
specialists, economists, and others to project the potential effects of climate 
change. This cancellation probably delayed the fi rst such comprehensive 
studies by about fi ve years.  86   As a result of the increased politicization of 
their activities, one participant wrote,  “ hostility, sometimes quite open and 
extreme, became a feature of the agency scene that only began to abate in 
the late 1980s. ”   87   

 Reagan ’ s efforts failed to stem concerns about climate change within 
the federal agencies responsible for climate-related policy. Nor did they 
stop Representative Al Gore — a former student of Roger Revelle — from 
organizing House hearings on global warming in 1981 and 1982, though 
little of substance resulted. In 1983, a National Research Council report 
expressed measured concern about greenhouse warming. It called, like 
most studies before it, for further research rather than policy action.  88   But 
the NRC report was overshadowed by a more radical EPA study of warming-
related sea-level rise — released on the same day — that drew frightening 
conclusions about threats to coastal cities, island nations, and low-lying 
lands around the world.  89   This was the kind of human-impacts information 
most likely to arouse concern among policymakers. The former National 
Academy staffer Jesse Ausubel has noted the irony of the situation:  “ In a 
surprising turnabout for the [Reagan] administration, its  ‘ own ’  report, the 
EPA report, based on the Hansen [climate] model and involving several 
assumptions from the  ‘ high ’  end of plausible scenarios, was much more 
alarming in tone than the report to the government from the NRC. ”   90   
Intense debate over the confl icting NRC and EPA reports brought the 
greenhouse debate into the legislative arena in its own right, detached for 
the fi rst time from the  “ issue handles ”  of weather modifi cation and energy 
politics. Gore organized more House hearings in 1984. The Senate took up 
the issue the following year, after a major international conference on 
CO 2 -related climate change, held at Villach, Austria in 1985. 

 In a public statement issued after the meeting, the Villach conference 
delegates expressed their concerns much more forcefully than had any 
previous scientifi c group. Based largely on GCM projections, the scientists 
contended that  “ in the fi rst half of the next century a rise of global mean 
temperature could occur which is greater than any in man ’ s history. ”   91   The 



390 Chapter 14

following year, in further Senate hearings on global warming, NASA scien-
tist Robert Watson testifi ed that he believed global warming to be  “ inevi-
table. ”   “ It is only a question of the magnitude and the timing, ”  Watson 
asserted.  92   The increasingly defi nitive tone of these and other scientifi c 
assessments, widely reported in the media, began to raise the issue ’ s public 
status from a hazy background concern to something much more immedi-
ate and clear-cut. Non-governmental organizations engaged the issue for 
the fi rst time during this  “ agenda-setting ”  phase in global warming ’ s transi-
tion from science to policy.  93   The fi rst exclusively climate-oriented non-
governmental organization, the Climate Institute, emerged in 1986. Some 
other NGOs, especially the Natural Resources Defense Council, developed 
credible independent expertise. Yet polls taken around the same time still 
showed that 55 percent of Americans had never heard of the greenhouse 
effect.  94   

 In 1987, an alliance among the NGOs, the Environmental Protection 
Agency, and concerned federal legislators succeeded in passing a Global 
Climate Protection Act (GCPA). The tone of the GCPA was vastly different 
from that of its predecessor, the National Climate Program Act, nine years 
earlier. According to a summary in the Congressional Record, the GCPA 

 Expresses certain congressional fi ndings regarding global climate protection, includ-

ing [that] there is evidence that manmade pollution may be producing a long-term 

and substantial increase in the average temperature on the surface of the Earth, a 

phenomenon known as the  “ greenhouse ”  effect. . . . 

 Provides that US policy should seek to: (1) increase worldwide understanding of the 

greenhouse effect and its consequences; (2) foster cooperation among nations to 

coordinate research efforts with respect to such effect; and (3) identify technologies 

and activities that limit mankind ’ s adverse effect on the global climate. 

 Directs the President, through the Environmental Protection Agency, to develop 

and propose to the Congress a coordinated national policy on global climate change. 

 Directs the Secretary of State to coordinate such US policy in the international 

arena.  95   

 Now climate policy was fi rmly framed as a global rather than a merely 
national concern. However, it was not until 1988 that global warming 
achieved the status of mass politics. 

 In June 1988, during testimony before the House Energy Committee, 
NASA climate modeler James Hansen asserted  “ 99 percent ”  certainty that 
the unusually warm global temperatures recorded in the 1980s were due 
to a buildup of greenhouse gases. The House hearings on global warming 
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had been deliberately scheduled for the hot summer months. Coincidentally, 
their impact was strongly enhanced by a devastating US drought. In addi-
tion to widespread water shortages and crop failures, the summer featured 
huge forest fi res throughout the western states — most notably in 
Yellowstone National Park, a treasured icon of unspoiled nature for US 
citizens.  “ The Earth is warmer in 1988 than at any time in the history of 
instrumental measurements, ”  Hansen told the sweating representatives 
on an intensely hot June day.  “ There is only a 1 percent chance of an 
accidental warming of this magnitude. . . .  The greenhouse effect has 
been detected, and it is changing our climate now . ”   96   

   Figure 14.3  shows one of the charts Hansen used in his testimony, 
projecting temperatures reaching into and beyond the peak temperatures 
of two previous interglacial periods by 2020. This was among the fi rst 
studies to use  “ transient ”  forcing: instead of simply comparing a control 
run with another run at doubled CO 2 , transient forcing raises the levels of 
greenhouse gases in the simulation gradually, at a rate consistent with the 
actual or projected increase. All the simulations in Hansen ’ s graph run 
from 1958 to 1985 using observed increases of various greenhouse gases, 
then diverge into high (A), medium (B), and low (C) scenarios. Scenario C 
freezes all greenhouse gases at year 2000 levels after 2000 (i.e., no new 
emissions). Notably, all three scenarios approximately reproduce observed 
temperatures from 1958 to 1987. (One would not expect an exact 
reproduction.)   

 Though many climate scientists disagreed with Hansen ’ s  “ 99 percent ”  
level of certainty, his testimony is widely regarded as the moment when 
global warming entered mass politics. From that point forward, the issue 
received substantial, high-profi le coverage in the American press. By 1990, 
awareness of the issue among the American public had shot up to around 
75 percent — a high fi gure for almost any non-economic issue in the United 
States.  97   

 The Road to Rio: Climate Change as World Politics 

 Meanwhile, pressure had mounted around the world for policy action 
on global warming. The UN World Commission on Environment 
and Development initiated a major review of environmental issues and 
sustainable development strategies in 1983. In 1987, after two years of 
public hearings and written testimony, it issued a comprehensive call to 
action,  Our Common Future , also known as the Brundtland Report. The 
Brundtland Report ’ s short section on climate change endorsed the Villach 
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conference ’ s call for a move toward global policies.  98   The following 
year, foreseeing an eventual UN climate treaty, the UN Environment 
Programme and the World Meteorological Organization established the 
Intergovernmental Panel on Climate Change to conduct an authoritative 
scientifi c assessment. 

 Not long after the IPCC ’ s formation — and in the same month as 
Hansen ’ s congressional testimony — the government of Canada convened 
the Toronto Conference on the Changing Atmosphere. That conference 
issued another strong call for action, promoted the IPCC, and initiated the 
process that would lead to the 1992 Framework Convention on Climate 
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Change. Drawing upon political contexts described earlier in this chapter —
 the nuclear winter idea and the  “ apocalypse gap ”  opened by the Cold 
War ’ s end — the Toronto Conference Statement asserted that  “ humanity is 
conducting an unintended, uncontrolled, globally pervasive experiment 
whose ultimate consequences could be second only to a global nuclear 
war. ”   99   

 By the end of 1988, the UN General Assembly had adopted Resolution 
45/43,  “ Protection of the Atmosphere for Present and Future Generations 
of Mankind, ”  its fi rst resolution on climate change. The resolution assigned 
the role of scientifi c support for the negotiation of climate treaties to the 
Intergovernmental Panel on Climate Change, a function it has served ever 
since.  100   Climate negotiations were rolled into the UN Conference on 
Environment and Development (UNCED), planned for Rio de Janeiro in 
1992. Originally aimed principally at sustainable development and biodi-
versity, the UNCED ended up being dominated by the climate-change 
issue. 

 As   table 14.1  shows, the IPCC ’ s First Assessment Report, completed in 
1990 as input to the UNCED, reported the same climate sensitivity range 
(1.5 – 4.5 ° C) as all of its major predecessors since the Charney report a 
decade earlier. But by 1990 more models were available, and their sophis-
tication had increased considerably. The FAR reported 2  CO 2  results for 13 
coupled ocean-atmosphere models in 22 variations — for example, the same 
model using several different parameterizations for albedo, sea ice, and 
clouds. Modeling groups from the United Kingdom, Australia, Japan, 
Germany, the Soviet Union, and Canada were represented, as well as four 
groups from the United States. Model resolutions remained quite coarse. 
Most had grid scales from 5 °   7.5 °  to 8 °   10 ° . Three higher-resolution 
(2.5 °   3.75 ° ) models were also included. 

 The First Assessment Report concluded that global temperatures had 
increased by 0.3 – 0.6 ° C over the past 100 years. Crucially, it did not claim 
that this warming could be defi nitively attributed to anthropogenic causes. 
The increase  “ could be largely due to this natural variability; alternatively 
this variability and other human factors could have offset a still larger 
human-induced greenhouse warming. The unequivocal detection of the 
enhanced [i.e., anthropogenic] greenhouse effect is not likely for a decade 
or more. ”  

 The body of the report discussed the weaknesses of simulation models 
at some length, noting that  “ we can only expect current simulations of 
climate change to be broadly accurate and the results obtained by existing 
models may become obsolete as more complete models of the climate 
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system are used. ”  Nonetheless, the Policymakers ’  Summary argued, GCMs 
were  “ the most highly developed tool we have to predict future climate. ”  
The report predicted an increase of 2 ° C above the pre-industrial era ’ s 
average (1 ° C above 1990 values) by 2025 under its best estimate of a  “ busi-
ness as usual ”  scenario.  101   A 1992 supplemental report confi rmed the same 
values for climate sensitivity, while noting that anthropogenic aerosols and 
stratospheric ozone depletion might produce an opposite cooling effect 
and were not yet included in GCMs. Notably, the 1992 report included 
GCM results from transient studies similar to those James Hansen had used 
in his 1988 congressional testimony. Because transient studies better simu-
late the gradual way in which human activities add greenhouse gases to 
the atmosphere, by the time of the 1995 Second Assessment Report such 
studies would overtake instantaneous CO 2  doubling as the benchmark for 
model projections.  102   

 American scientists were heavily involved in all of this, but leadership 
also came from the United Kingdom, Canada, and Sweden, as well as from 
international bodies including the UN Environment Programme, the 
Group of Seven (an economic forum comprising Canada, France, Germany, 
Italy, Japan, the UK, and the US), and the WMO. By the end of 1990, the 
European Community had adopted an explicit climate policy that com-
mitted member states to stabilizing CO 2  emissions at 1990 levels by the 
year 2000. Soon afterward, the EC began considering a carbon tax. Also in 
1990, formal negotiations opened on the UN Framework Convention on 
Climate Change (FCCC). 

 The desire of the Reagan and George H. W. Bush administrations to 
stem environmental regulation and prevent a possible carbon tax — bal-
anced against their own agencies ’  and staffers ’  growing concern over global 
warming — led those administrations to a strategy of avoiding policy deci-
sions by arguing for further basic research.  103   Though this strategy suc-
ceeded in holding the line against policy action, it required expanding 
research budgets, leading ultimately to the world ’ s largest climate-research 
effort: the Global Change Research Program, established in 1990.  104   

 Since 1990, the GCRP has coordinated most US-government-sponsored 
research related to global environmental change, broadly defi ned. It has 
supported a wide range of research and operational programs, including 
thousands of individual projects as well as satellite and other observing 
systems. The organization ’ s annual budget has typically ranged between 
$1 billion and $1.5 billion, marking it as one of the largest science pro-
grams in history. Although some projects traveling under the GCRP 
umbrella predated the program (notably NASA ’ s Earth-observing satellite 
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systems), much of the budget was  “ new money ”  — an unprecedented level 
of investment in environmental science. Ever since, the GCRP has sup-
ported major portions of the global climate knowledge infrastructure, 
especially (very expensive) satellites. 

 The Framework Convention on Climate Change opened for signature 
at the UN Conference on Environment and Development at Rio de Janeiro 
in 1992. Signed by 165 nations, the FCCC entered into force in early 
1994. It sets voluntary goals for stabilizing greenhouse-gas emissions. 
More important, it requires signatories to prepare national inventories of 
greenhouse-gas emissions and commits them to ongoing negotiations 
toward international treaties on climate change. In 1997 these negotiations 
culminated in the Kyoto Protocol, which sought to reduce greenhouse-gas 
emissions through a  “ cap and trade ”  system and differentiated the respon-
sibilities of developed and developing countries. Though many countries 
adopted its framework sooner, the Kyoto Protocol did not formally enter 
into force until 2005. Many commentators have regarded it as weak, inef-
fective, and unenforceable. At this writing, a successor agreement is under 
negotiation. 

 Global Models as Policy Tools 

 This chapter has described a series of phases in the rise of global simulation 
modeling as a forecasting tool for policymakers. In the 1960s there were 
sporadic attempts by a few issue entrepreneurs to place the climate-change 
issue on the table, but at that time neither models nor data provided sub-
stantial guidance. Owing to the long-term character of the concern and 
the lack of details about when and how much change to expect, the climate 
issue gained little attention and these efforts resulted in little more than 
continued funding for research. Starting around 1970, global simulation 
modeling gained a central role for the fi rst time as the environmental 
movement became international. 

 The earliest gestures toward GCMs as policy tools — in the Study of 
Critical Environmental Problems, the Study of Man ’ s Impact on Climate, 
and the Climatic Impact Assessment Program stimulated by the SST con-
troversy — produced no major policy outcomes (SCEP and SMIC because 
they made few specifi c predictions, CIAP mainly because limits on the SST 
program had already extinguished the controversy by the time it com-
pleted its work). Nonetheless, along with the much-maligned Club of 
Rome report  The Limits to Growth , these efforts succeeded in establishing 
global modeling as a tool that might be used — at least at some future 
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point — to generate policy-relevant forecasts. SCEP and SMIC also helped 
expand global atmospheric monitoring programs. At the same time, SST-
related studies, particularly those related to nitrogen oxides and strato-
spheric aerosols, created uncertainty about the balance of cooling vs. 
warming factors in climate change. 

 In the 1970s, the rise of energy politics, environmentalism, and con-
cerns about ozone depletion and regional acid rain created a series of 
slow-motion crises. By 1979, atmospheric models had grown more sophis-
ticated, and scientists felt ready to make fi rm predictions based on their 
results. The 1979 Charney report inaugurated a series of assessments, based 
centrally but not entirely on GCMs, that forecast global warming of 1.5 °  –
 4.5 ° C with carbon dioxide doubling; meanwhile, carbon dioxide concen-
trations rose steadily. Atmospheric modeling also featured in the nuclear 
winter and ozone hole debates of the mid 1980s. In 1988, James Hansen ’ s 
dramatic congressional testimony and the Toronto Conference on the 
Changing Atmosphere — both dominated by simulation model results —
 propelled the international community from sporadic handwaving to sus-
tained policy action. They spurred the creation of the Intergovernmental 
Panel on Climate Change and led to the signing of the Framework 
Convention on Climate Change at Rio de Janeiro in 1992. An era of global 
climate politics had dawned, and the knowledge infrastructure that made 
it possible had computer models at its very heart.  

  

 

 
 
 
 

 



 15     Signal and Noise  : Consensus, Controversy, and Climate 

Change 

 If you make a widget and you want people all over the world to use it, you 
need to do three things. First, you need to make the widget work — not just 
where you are, under your local conditions, but everywhere else too. It 
should be bulletproof, stable, and reliable. It should also be simple, acces-
sible, and cheap, so that most people can afford it and will be capable of 
using it. Second, you need to distribute it around the world. Making it isn ’ t 
enough; you have to get it out there, everywhere, to everyone. Finally, 
your widget needs to serve an important purpose. Think clothing, shoes, 
or 1.6 billion mobile phones. 

 If your widget is expert knowledge, you need to do these same things, 
but not in the same way. First, you have to make the knowledge work. It 
should be stable and reliable, not just for you but also for most other 
people, wherever they are. Here  “ working ”  means that they have to see it 
for themselves, subject it to whatever tests they can devise, and conclude 
that they agree. In the case of expert knowledge, most people will  not  be 
able to do this, because they lack the highly specialized tools and training. 
So making knowledge work means getting people to trust it — to buy it on 
credit, as it were, where the credit belongs to an authority they are willing 
to believe. For that you need representatives: experts from all over, whose 
presence provides a symbolic guarantee that the knowledge works from 
many local perspectives, not just from the perspectives of the centers of 
power. You may also need another kind of representative: not an expert, 
but a political ambassador to serve as a watchdog against corruption of the 
knowledge-creation process by partisan interests. Second, you have to 
distribute the knowledge you create around the world. Here your two types 
of representatives can serve you well, connecting with local experts and 
spreading your knowledge to a broader local public. Finally, your knowl-
edge must serve an important purpose, something almost everyone needs 
to do. In the case of climate knowledge, that purpose is to predict where, 
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how, and how much the climate will change, so that societies can begin 
to work toward mitigating the worst impacts of global warming. Such 
impacts may well include severe damage not only to agricultural and 
natural ecosystems, but also to human life, livelihood, and property. 

 Most of this book has been about making the widget: building stable, 
reliable knowledge of climate change. I have argued that this knowledge-
production process works through infrastructural inversion: constantly 
unpacking, re-examining, and revising both historical evidence and predic-
tive models. In a knowledge-production process that involves continuous 
contestation, you are never going to get a single universal data image, or 
a single uniformly agreed-upon projection. Instead you will get shimmer-
ing data, shimmering futures, and convergence rather than certainty. 

 In this chapter, I discuss the consensus on climate knowledge and how 
it is maintained through the work of the Intergovernmental Panel on 
Climate Change. I then explore how climate controversies develop as they 
travel beyond the realm of expertise into full public view, where experts 
no longer can control interpretations completely. Finally, I examine the 
remarkable opening of expert knowledge processes currently taking place 
on the World Wide Web. This opening, which is too recent to evaluate in 
any defi nitive way, has both benefi ts and drawbacks. At fi rst glance we 
might conclude that weblogs,  “ citizen science ”  projects, and other online 
forums must improve the quality of knowledge production because they 
involve more people, more eyes examining the data, more witnesses to 
fi nd mistakes and root out corruption, and more creative ideas for new 
approaches. On a second look, however, we see that increased transparency 
may also entail heightened suspicion, confusion, and above all  friction , 
potentially slowing the production of stable climate knowledge and dam-
aging its credibility. 

 The Intergovernmental Panel on Climate Change 

 The Intergovernmental Panel on Climate Change is a remarkable institu-
tion, unique in the history of science. Run almost entirely by scientists, 
essentially on a volunteer basis, it is an intergovernmental agency under 
the United Nations Environment Programme and the World Meteorological 
Organization. With scientists from most nations and government repre-
sentatives from 193 member nations, the IPCC is a genuinely global orga-
nization. It marks the institutional achievement of infrastructural globalism 
in climate science, the organizational backbone of today ’ s climate knowl-
edge infrastructure. 
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 The IPCC does not  conduct  scientifi c research; instead, its purpose is to 
 assess  — collect, synthesize, and evaluate — knowledge about climate change, 
its impacts on people and ecosystems, and the options for mitigating 
its extent and adapting to its effects. To make this assessment, the IPCC 
solicits and compares virtually all of the most current research in 
climate-related fi elds. Thousands of scientists are involved, either directly 
(in composing the assessments) or indirectly (as reviewers, or simply as 
researchers whose work is considered during the assessments). Large teams 
of contributing authors, organized by smaller teams of lead authors, work 
to prepare each chapter of an IPCC report. IPCC rules specify that these 
teams of authors  “ should refl ect a range of views, expertise and geographi-
cal representation, ”  and potential authors from developing nations are 
recruited aggressively. The 2007 IPCC report involved more than 500 lead 
authors and thousands of contributing authors from around the world. 

 The IPCC ’ s full technical reports, each issued in three volumes, typically 
run to more than 2000 pages. Once these are largely completed, a  “ syn-
thesis report ”  for each working group  1   and an overall  “ summary for poli-
cymakers ”  are prepared, drawing together the main conclusions and 
presenting them in relatively accessible language. Finally, in a series of 
plenary sessions, scientists and government representatives conduct a 
detailed review of the full report and the summary for policymakers. Only 
after acceptance and approval at these plenary sessions is the offi cial report 
issued. The completed assessments serve as expert advice to the periodic 
Conferences of Parties to the Framework Convention on Climate Change. 
  Figure 15.1  illustrates the IPCC ’ s report preparation process.    

 The IPCC ’ s goals are to represent fairly the full range of credible scien-
tifi c opinion and to identify likely climatic impacts for several scenarios of 
future greenhouse-gas emissions. When consensus cannot be reached, the 
IPCC ’ s charge is to summarize the major viewpoints and the reasons for 
disagreement. IPCC reports undergo intensive and repeated peer review by 
scientists. Unusually for a scientifi c report, drafts are also reviewed by 
national governments and by stakeholders, including environmental 
groups and corporate organizations, all of whom may submit comments. 
Chapter authors are required to respond to all comments, even if they 
make no changes as a result. IPCC draft reports undergo more scrutiny 
than any other documents in the history of science. 

 As a hybrid science-policy body, the IPCC faces the delicate task of 
maintaining credibility and trust in two different communities: the scien-
tists who make up its primary membership, and the governments 
and international bodies (the Conferences of Parties to the Framework 
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Convention on Climate Change) to which it provides input. Independent 
self-governance is one of the primary mechanisms by which the IPCC 
achieves this goal. Its procedural rules spell out a variety of methods, chief 
among them peer review, designed to ensure that its reports include the 
best available scientifi c knowledge and that they represent this knowledge 
fairly and accurately. 

 At fi rst the IPCC ’ s peer-review practices were organized rather infor-
mally, mirroring the everyday reviewing practices of its constituent scien-
tifi c communities. But in a situation in which almost any scientifi c fi nding 
can have political implications, the agency quickly found (like any other 
organization in a politically charged situation) that, without clear proce-
dures to ensure openness and full rights of participation, dissenters would 
fi nd their voices ignored — or that they would believe, or claim, that they 
had been ignored. This happened in 1995, when a loud and highly public 
controversy erupted over chapter 8 of the Second Assessment Report. 

 That chapter moved the IPCC statement over the line from merely 
 detecting  climate change (which might still be due solely to natural vari-
ability) to  attributing  it to human causes. Critics attacked the revision 
procedure, claiming that chapter 8 ’ s lead author, Ben Santer, had over-
stepped his authority in making fi nal revisions to the report ’ s language. 
As a result, they argued, the statement on attribution was stronger than 
the evidence could justify. In fact Santer had followed IPCC procedures 
precisely, but the loud and punishing controversy that ensued led the 
IPCC to tighten and formalize its guidelines in order to ensure that future 
reports could not be attacked on procedural grounds.  2   In 1999 the IPCC 
fi nalized a major revision to its rules of procedure that introduced  “ review 
editors. ”  These editors remain outside the drafting process, coming in at 
the end to ensure responsiveness to the comments and criticisms collected 
during review.  3   

 The highly inclusive, heavily reviewed, and responsive IPCC process has 
gained the IPCC enormous stature as representing the consensus of scien-
tifi c opinion. Most scientists and policy leaders regard it as the most 
authoritative source of information on climate change and its potential 
impacts. At this writing, the IPCC has produced four scientifi c assessments: 
one in 1990, one in 1995, one in 2001, and one in 2007. Preparations for 
a fi fth report, due in 2013, are already well underway. The agency has 
become a durable, resilient, and trusted knowledge institution. 

 By the time of its Second Assessment Report, released in 1995, the IPCC 
was prepared to assert that  “ the balance of evidence suggests that there is 
a discernible human infl uence on global climate. ”   4   Its 2001 report went 
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further, claiming  “ new and stronger evidence that most of the warming 
observed over the last 50 years is attributable to human activities. ”   5   In its 
2007 assessment, the IPCC strengthened these conclusions, expressing a 
level of confi dence approaching certainty:  “ Warming of the climate system 
is  unequivocal , as is now evident from observations of increases in global 
average air and ocean temperatures, widespread melting of snow and ice 
and rising global average sea level. . . . Most of the observed increase in 
global average temperatures since the mid-20th century is  very likely  due 
to the observed increase in anthropogenic greenhouse-gas concentra-
tions. ”   6   These conclusions were endorsed not only by thousands of IPCC 
scientists, but also by most IPCC member governments — nearly every 
nation on Earth. 

 Thus the tentative scientifi c consensus achieved by the early 1990s has 
grown steadily stronger over time, reaching very high confi dence levels 
since 2000. In 2006, former US senator and vice president Al Gore ’ s fi lm 
 An Inconvenient Truth  — based in part on his 1992 book  Earth in the Balance: 
Ecology and the Human Spirit  — expressed and explained that consensus for 
a popular audience, to wide acclaim and an Academy Award. In 2007, Gore 
and the IPCC shared the Nobel Peace Prize for their  “ efforts to build up 
and disseminate greater knowledge about man-made climate change, and 
to lay the foundations for the measures that are needed to counteract such 
change. ”   7   

 It is important to be crystal clear about the exact nature of the knowl-
edge consensus I am describing. As of 2007, most scientists agreed on at 
least the following points, illustrated graphically in   fi gure 15.2 : 

  •    Global warming of between 0.5 and 0.9 ° C (best guess: 0.74 ° C) has 
occurred since the end of the nineteenth century. 
  •    The global average temperature will continue to rise at a rate of about 0.2 ° C 
per decade unless emissions of greenhouse gases are reduced drastically. 
  •    The climate will continue to warm for several decades as the climate 
system comes into equilibrium, even if drastic emissions reductions are 
achieved. 

 In addition, scientists agree that most of the observed temperature increase 
is probably attributable to anthropogenic greenhouse-gas emissions.  8   (See 
fi gures 13.2 and 13.2). These statements are made not with absolute 
certainty, but with very high confi dence.   

 The consensus view is held by the large majority of scientists publishing 
in peer-reviewed journals, though not by all. The historian of science 
Naomi Oreskes surveyed 928 scientifi c articles containing the keywords 
 “ global climate change ”  and published in peer-reviewed journals between 
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 Historical climate change (left half of plot) and possible climate futures (right half 

of plot). Original legend:  “ Solid lines are multi-model global averages of surface 

warming for scenarios A2, A1B and B1, shown as continuations of the 20th-century 

simulations.  These projections also take into account emissions of short-lived GHGs 

and aerosols. [Lowest line in right half of plot] is not a scenario, but is for Atmosphere-

Ocean General Circulation Model (AOGCM) simulations where atmospheric con-

centrations are held constant at year 2000 values. The bars at the right of the fi gure 

indicate the best estimate (solid line within each bar) and the likely range assessed 

for [three] SRES (Special Report on Emissions Scenarios) marker scenarios at 2090 –

 2099. All temperatures are relative to the period 1980 – 1999. ”  

  Source :  Climate Change 2007: Synthesis Report  (Cambridge University Press, 2007). 

Image courtesy of IPCC. Redrafted for non-color reproduction by MIT Press. 
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1993 and 2003. Across the entire period, Oreskes found not a single article 
that refuted the statement  “ global climate change is occurring, and human 
activities are at least part of the reason why. ”   9   In the same sample, well 
over 200 articles explicitly endorsed the same claim. The rest of the articles 
concerned impacts of climate change (the majority), methods, historical 
climate data, and mitigation. Oreskes concluded that the scientifi c com-
munity had reached a strong consensus on global warming by 1993. 

 The Oreskes survey suggested unanimity, but this is not quite accurate. 
Later in this chapter I discuss the controversy surrounding temperature 
data from the microwave sounding unit (MSU). Those data seemed, for a 
time in the 1990s, to indicate a slight global cooling in the lower tropo-
sphere (not the whole global atmosphere, but a particularly signifi cant part 
of it). During that controversy, the MSU data were revised repeatedly, and 
since the early 2000s all parties have agreed that they, too, indicate a 
warming trend. 

  “ Consensus ”  does not mean that every issue is settled. In particular, 
the exact magnitude and effects of the warming trend remain open to 
debate, as do the relative contributions of human and natural causes to 
the warming. But no credible scientist now asserts either that no warming 
has occurred or that the planet is cooling. And no credible scientist 
now asserts that the entirety of the warming trend can be explained by 
natural variability. The world is getting warmer, and people are making 
it happen. 

 The Structure of Climate Controversies 

 Despite the knowledge consensus, the period since 1990 has been marked 
by extraordinary political controversy. Once the climate problem had been 
recognized and a global treaty negotiation set in motion, a seismic shift in 
the world ’ s energy economy became a genuine possibility. This threatened 
numerous entrenched and extremely powerful interests, including fossil-
energy corporations, automobile manufacturers, and oil-exporting coun-
tries. Meanwhile, many developing countries feared the potential for 
restrictions on their ability to expand their economies on the fossil-energy-
intensive basis already exploited by now-developed countries in the nine-
teenth and twentieth centuries. Thus, as in any political process, interest 
groups began to form.  

 These interest groups quickly found themselves in strange-bedfellows 
alignments with and against one another. Many environmental organiza-
tions took up the cause, which fi t with some of their existing values (sus-
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tainability, energy effi ciency) and confi rmed their belief in ultimate limits 
to consumption-based growth. Yet anti-nuclear-power elements within the 
environmental movement suddenly found themselves opposing a newly 
 “ greened ”  nuclear power industry, which now pitched itself as a competi-
tive, low- or no-emissions alternative to fossil energy. Meanwhile, the 
Organization of Small Island States — led by the Republic of Maldives, 80 
percent of whose 1200 islands lie no higher than a meter above sea level —
 lobbied desperately for quick action in the face of predicted sea-level rise. 
Members of this organization, many of them developing nations, found 
themselves pitted against another group of developing nations (notably 
China) that adopted the stance that developed nations should bear the 
brunt of the reckoning since they had created the problem in the fi rst 
place. Alignments, alliances, and confl icts among these various interests 
remain in fl ux today, as the world and its individual nations struggle to 
reach some sort of accommodation to what is now generally seen as an 
inevitable warming, perhaps with consequences even more serious than 
most foresaw. As I composed the fi nal pages of this book, a conference of 
more than 2000 climate scientists was hearing reports that warming could 
reach 6 ° C and sea levels could rise a meter by 2100 — worse than the direst 
outcomes predicted by the IPCC.  10   

 I will not chronicle in detail the various interest groups, their organiza-
tions, or their political impacts. Many excellent discussions of these topics 
can be found elsewhere.  11   Instead, in the rest of this chapter I will focus 
on the  structure  of climate controversy as it has occurred in the United 
States. The few vignettes I present as examples could be multiplied almost 
 ad infi nitum . Similar debates have also occurred in other countries, but 
mostly these have been more muted and less concerned with the underly-
ing science; in no case of which I am aware have they involved the degree 
of acrimony, distortion, and deliberate disinformation encountered in the 
United States. I conclude the chapter with the case of the MSU temperature 
data, the major unsettled controversy in climate science during the 1990s 
and the early 2000s and the only one to present a serious scientifi c chal-
lenge to the documented warming trend. 

 Policy controversies in the United States often take the form of debates 
about the scientifi c basis of the policy. This happens for two reasons. First, 
American government has an exceptionally open constitutional structure. 
The bulk of legislative activity is a matter of public record, and most 
administrative decisions must have an explicit basis that is subject to spe-
cifi c procedural (and sometimes substantive) standards. These procedural 
standards often require public hearings and the solicitation of expert 
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advice and stakeholder opinion. This open, pluralist system creates many 
points at which policy choices can be challenged; indeed, that is the sys-
tem ’ s fundamental purpose. Second, science too values open communica-
tion of methods and results, including critical challenges by peers, as basic 
mechanisms of knowledge production. In the case of climate science, there 
is an additional element. As I have argued throughout this book, climate 
science works by infrastructural inversion. Examining and re-examining 
the past and constantly looking for possible sources of error and new ways 
to correct them are fundamental. 

 Thus, in the case of policies based on science,  two systems specifi cally 
designed to promote challenge-response-revision cycles multiply each other ’ s 
effects . Such cycles can become very diffi cult to close. Especially when 
knowledge claims are being bounced back and forth between multiple 
scientifi c and policy communities in multiple venues, it becomes possible 
to go on raising questions about whether there is enough evidence, how 
much agreement constitutes consensus, and whether all credible views 
have been fully aired and answered — and to keep on doing so, almost no 
matter what happens. In such situations, it becomes tricky to distinguish 
legitimate questions aimed at improving the quality of knowledge from 
illegitimate questions aimed only at prolonging debate. Such issues are 
diffi cult enough within science, where controversies often linger for 
decades as minority views long after the mainstream considers them 
closed.  12   Environmental controversies are particularly likely to exhibit this 
structure when they concern preventing problems that have not yet fully 
manifested, as in the case of climate change before about 1995, when 
warming was defi nitively detected. Such issues often involve incomplete 
data and theoretical projections of possible effects, rather than after-the-
fact analysis of verifi able damage. This structure of controversy character-
izes case after case of environmental regulation, as well as controversies in 
other arenas (for example, concerning the Food and Drug Administration ’ s 
review of new drugs).  13   

 Another factor shaping the structure of climate controversies is the 
ambiguous role of science in US-style pluralist democracy. On the one 
hand, science — considered as an abstract force, a voice from nowhere — is 
widely recognized and respected as an unbiased, apolitical source of knowl-
edge. On an idealized view, high-quality scientifi c knowledge should and 
will automatically command policy choices, limiting dispute by partisans 
to issues of implementation. Yet the implication of this profound authority 
is that credible science can be translated directly into political power.  14   
This is certainly not always the reality (especially regarding issues with 
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religious overtones, such as evolution), yet science still commands excep-
tional respect. 

 As a result, in controversies in which scientifi c knowledge is relevant, 
all sides seek to enroll experts who can promote or cast doubt on scientifi c 
claims relevant to particularist interests.  Science  is held up as universal 
and impartial, but  scientists  are treated as proxies for interest groups. 
Stakeholders — especially economically powerful groups seeking to avoid 
taxes or regulations, such as (in this case) the fossil-energy industry — are 
well aware that they can delay the closure of debate by challenging key 
scientifi c results or, sometimes even more effectively, simply by raising 
the level of certainty expected of scientifi c knowledge. Since scientists 
themselves exhibit a spectrum of opinion over the amount and quality of 
evidence needed to confi rm a claim, a wedge can be driven between  “ high-
proof ”  scientists, who demand conclusive evidence, and  “ frontier ”  scien-
tists, for whom theories or models may dictate accepting a conclusion 
based on partial or provisional evidence.  15   This is exactly what happened 
in the case of climate change. 

 Delaying closure by stirring scientifi c controversy — or even creating an 
appearance of controversy where none actually exists — fi rst became a delib-
erate strategy in the 1950s, when the tobacco industry created organiza-
tions (the Tobacco Industry Research Council, the Tobacco Institute, the 
Center for Indoor Air Research, and others) to fund and promote studies 
(and authors) that challenged the connection between cigarette smoke and 
lung cancer.  16   Ever since, this same strategy has reappeared, often by delib-
erate emulation, in numerous other controversies, including those over the 
health effects of ground-level ozone and the protection of endangered 
species.  17   Some scientists have moved serially from controversy to contro-
versy, in each case fi ghting a rear-guard action against the emerging 
consensus by claiming a lack of evidence, an overreliance on imperfect 
models, or both. Among them are S. Fred Singer (tobacco, acid rain, ozone 
depletion, climate change), Frederick Seitz (tobacco, climate change), and 
Sallie Baliunas (ozone depletion, climate change).  18   

 In the case of climate, organizations such as the Global Climate Coalition 
(sponsored by the US National Association of Manufacturers, including oil 
and coal companies) and the Information Council for the Environment 
(sponsored by coal suppliers and coal-fi red power companies) formed 
around 1990 with the express intent of slowing momentum toward regula-
tion of greenhouse-gas emissions. Conservative think tanks such as the 
George C. Marshall Institute and the Cato Institute also took up the cause 
on ideological grounds, principally their opposition to government 
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regulation. These organizations expressly sought out and supported scien-
tists willing to argue against the consensus view. 

 In 1991, for example, the Information Council for the Environment 
adopted a strategy to  “ reposition global warming as theory rather than 
fact. ”  Funded by the coal industry ’ s Western Fuels Association, the ICE 
produced a videotape,  The Greening of Planet Earth , at a cost of $250,000. 
In the fi lm, eleven scientists discussed how increased levels of carbon 
dioxide might benefi t humanity by improving the productivity of both 
agriculture and wild plants. That fi lm was said to be infl uential in the 
George H. W. Bush White House and among OPEC governments.  19   Western 
Fuels ’  1993 annual report outlined the strategy directly:  “ . . . there has 
been a close to universal impulse in the trade association community here 
in Washington to concede the scientifi c premise of global warming (or as 
the lawyers put it — concede liability) while arguing over policy prescrip-
tions that would be the least disruptive to our economy (or as the lawyers 
put it — arguing damages). We have disagreed, and do disagree, with this 
strategy. ”  In a section titled  “ Balancing the Argument Over Global Climate 
Change, ”  the report describes Western Fuels ’  decision to  “ take a stand ”  by 
successfully seeking out scientists  “ who are skeptical about much of what 
seemed generally accepted about the potential for climate change. ”   20   And 
in 1998 the American Petroleum Institute circulated a  “ Communications 
Action Plan ”  for a public-relations effort designed to undermine the case 
for global warming.  “ Victory, ”  the API told its members,  “ will be achieved 
when . . . average citizens  ‘ understand ’  uncertainties in climate science 
. . . [and] recognition of uncertainties becomes part of the  ‘ conventional 
wisdom ’ . ”   21   

 On the day I completed the manuscript of this book, in 2009, the  New 
York Times  reported on internal Global Climate Coalition (GCC) docu-
ments brought to light by a recent lawsuit. An  “ approval draft ”  of an 
internal GCC primer on climate change, prepared by the GCC ’ s Science 
and Technical Advisory Committee, stated unequivocally that  “ the scien-
tifi c basis for the Greenhouse Effect and the potential impact of human 
emissions of greenhouse gases such as CO 2  on climate is well established 
and cannot be denied. ”  It went on to note that  “ the current balance 
between greenhouse-gas emissions and the emissions of particulates and 
particulate-formers is such that essentially all of today ’ s concern is about 
greenhouse warming. ”  (It also noted uncertainty regarding the likely 
extent of change and whether it had already been detected.) A section of 
the report outlined  and debunked  various  “ contrarian ”  theories of climate 
change (as the report itself called them) often put forward as reasons to 
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doubt the IPCC consensus. Yet when the GCC distributed a  “ backgrounder ”  
to lawmakers and journalists later that year, the public document denied 
the conclusions of the group ’ s own advisory scientists, claiming that  “ the 
role of greenhouse gases in climate change is not well understood. ”   22   

 This strategy of deliberate confusion, disinformation, and denial con-
tinues. In 2002 the Environmental Working Group obtained a copy of a 
briefi ng book composed by the Republican pollster and opinion architect 
Frank Luntz. Its guidelines for how Republican candidates should speak 
about environmental issues included tips on  “ winning the global warming 
debate. ”  Luntz stressed that  “ voters believe that there is  no consensus  on 
global warming within the scientifi c community. Should the public come 
to believe that the scientifi c issues are settled, their views about global 
warming will change accordingly. Therefore,  you need to continue to make 
the lack of scientifi c certainty a primary issue in the debate . . . . ”   23   

 Rhetorical excesses and twisting of evidence to support extreme views 
have not, of course, been confi ned to conservative organizations. In a 
popular book published in 1990, Michael Oppenheimer, for a number 
of years the chief scientist at the Environmental Defense Fund, wrote: 
 “ What is needed is a knockout punch — warming must be understood to 
threaten the continuation of life on Earth or no one will pay attention 
until things get out of hand. ”   24   James Hansen, Stephen Schneider, and 
other outspoken climate scientists were also frequently accused of pushing 
beyond the limits of scientifi c knowledge in their public statements on 
global warming. 

 These political stratagems must to some extent be forgiven on all sides; 
however deceptive, they belong to a standard arsenal of persuasion tech-
niques on which political interest groups have come to rely. At the same 
time, they point to the real character of the supposed controversy over 
global warming. Since 1995, at least, that controversy has been primarily 
partisan rather than scientifi c; it has been deliberately prolonged by power-
ful interests seeking to generate uncertainty and doubt.  25   

 During the George W. Bush administration (2001 – 2008), even as the 
scientifi c consensus grew ever stronger, political appointees carried the 
manufacture of controversy to the point of criminal corruption. They 
censored scientists at federal agencies, successfully blocked the reappoint-
ment of Robert Watson as IPCC chair, and altered numerous government 
scientifi c reports in an attempt to conceal their most alarming conclu-
sions.  26   In 2007 hearings, the House of Representatives ’  Committee on 
Oversight and Government Reform found that for several years the White 
House Council on Environmental Quality (CEQ) had required federal 
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scientists to seek approval before speaking with reporters. The CEQ often 
denied such approval to scientists whose views might confl ict with the 
Bush administration ’ s offi cial line that the science remained uncertain and 
more research was needed. In testimony, former CEQ offi cials admitted to 
extensive editing of documents from the Environmental Protection Agency, 
the Centers for Disease Control, the Climate Change Science Program, and 
other agencies  “ to exaggerate or emphasize scientifi c uncertainties or to 
deemphasize or diminish the importance of the human role in global 
warming. ”  Similarly, an internal investigation by NASA ’ s Inspector General 
into alleged attempts to muzzle James Hansen found that  “ during the fall 
of 2004 through early 2006, the NASA Headquarters Offi ce of Public Affairs 
managed the topic of climate change in a manner that reduced, marginal-
ized, or mischaracterized climate-change science made available to the 
general public. ”   27   This  “ management ”  included denying Hansen opportu-
nities to speak with the press. 

 The structure of climate controversies is also shaped by the framing 
chosen for the issue in the popular media. American journalists, driven 
both by their professional training and by market demand, routinely seek 
to represent all opinion poles in their reporting. Professional norms of 
 “ balanced ”  reporting assume (probably correctly) that most journalists are 
not competent to judge the credibility of scientists  qua  experts. Even where 
they do feel competent to evaluate credibility, reporters are trained — and 
constrained by editors who may know even less — to offer readers multiple 
viewpoints and let them judge for themselves. Meanwhile, anything that 
sharpens controversy appears both more  “ newsworthy ”  and more likely to 
attract revenue-generating readership. Together, these features create a 
near-imperative to report scientifi c conclusions as controversial. Consensus 
just does not work as news. 

  “ Balanced ”  journalism can perpetuate an impression of active contro-
versy long after a matter has essentially been settled. In a survey of 340 
news articles on climate change published in the  New York Times , the 
 Washington Post , the  Los Angeles Times , and the  Wall Street Journal  in the 
period 1988 – 2002, Maxwell Boykoff and Jules Boykoff found that around 
53 percent were  “ balanced, ”  representing the positions of both proponents 
and skeptics of global warming as plausible.  28   On television,  “ balanced ”  
reports made up 70 percent of the total in the period 1995 – 2004.  29   

 Boykoff and Boykoff concluded that the  “ balanced ”  journalistic cover-
age of global warming — the majority of all 1988 – 2002 articles in the  “ pres-
tige press ”   — in fact represented  biased  coverage, because it presented 
skeptical views lacking scientifi c support on an equal footing with more 
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credible scientifi c opinion. They argued that journalists ’  imperatives to 
develop stories fi lled with strong characters, drama, and novelty had biased 
their reporting toward including skeptics and their arguments regardless 
of their scientifi c credibility. This led to  “ informationally defi cient mass-
media coverage ”  of the climate-change issue.  30   

 The result of all these factors acting together is that, especially when 
stakes are very high, as in the case of climate change, small minorities can 
retain a disproportionate grip on public debates over very long periods. 
These features of the American science-policy interface transformed climate 
change into a matter of ideology. Contests between  “ warming hawks ”  or 
 “ global warmers ”  and  “ skeptics ”  or  “ contrarians, ”  as they dragged on over 
many years, became aligned with generic positions on environmental 
policy. Whether climate science was credible became a murky question 
that much of the general public felt incompetent to resolve.  “ Balanced ”  
journalism regenerated controversy at every turn, long after the scientifi c 
consensus had been thoroughly achieved. Climate change became a reli-
gion, something in which one either believed or didn ’ t believe; for some 
skeptics, it became an environmentalist conspiracy. This distinguished the 
American scene from those of most European nations, which accepted the 
consensus much earlier. Oddly, it aligned the US scene more closely with 
the scene in some developing countries, where many saw climate concerns 
as a cynical plot by developed countries to slow their growth, rather than 
as a genuine global problem requiring a global solution. 

 The Scientifi c Integrity Hearings 

 An excellent example of the structure of climate controversy occurred in 
1995, when the House of Representatives ’  Subcommittee on Energy and 
Environment convened a series of hearings on  “ Scientifi c Integrity and the 
Public Trust. ”  Chaired by Representative Dana Rohrabacher, the hearings 
were part of a sweeping attack on established federal environmental-policy 
procedures by the 104th Congress ’  new Republican majority. The three 
hearings addressed three environmental policy controversies in which 
 “ abuse of science ”  was alleged to have occurred: climate change, ozone 
depletion, and dioxin regulation. 

 In each hearing, scientifi c witnesses of the  “ high-proof ”  school were 
called. Some, including Patrick Michaels and S. Fred Singer, testifi ed that 
empirical observations failed to bear out the theoretical predictions of the 
science  “ establishment ”  — predictions embodied, at least in the cases of 
climate change and ozone depletion, in computer models. These skeptical 
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scientists went on to claim that observational data failed to confi rm the 
models. Many, including Michaels, Singer, and Sallie Baliunas, also claimed 
that their own interpretations of observational data, and/or their own 
alternative theories or models, had been systematically ignored by the 
science establishment (e.g., in the case of climate change, by the IPCC). 
The science establishment ’ s self-interest in maintaining government 
funding for its research was alleged to be among the corrupting infl uences 
leading to supposedly deliberate suppression of  “ sound science. ”  

  “ Sound science ”  was a phrase used by Republican representatives to 
promote new, high-proof standards for scientifi c results used to justify 
policy.  “ Science programs must seek and be guided by empirically sound 
data, ”  they contended, rather than by theory or models. Representative 
John Doolittle articulated the Republican version of  “ sound science ” :  “ I 
think we need a clear scientifi c conclusion that there is a defi nite cause for 
the problem and that so-called problem is producing defi nite effects. 
Theories or speculation about it are not suffi cient. We need science, not 
pseudo-science. I think we ’ ve been in an era of pseudo-science where these 
dire consequences are portrayed in order to achieve a certain political 
objective. ”  The use of general circulation models to project future climate 
change received particularly heavy criticism. 

 Other groups, including the left-leaning Union of Concerned Scientists, 
immediately adopted the phrase  “ sound science ”  in an attempt to seize 
control of its meaning.  31   In a report on the hearings, Representative George 
W. Brown Jr., the Science Committee ’ s ranking Democrat, accused the 
Republican majority of a  “ totally unrealistic view both of science ’ s present 
capabilities and of the relationship between data and theory in the scien-
tifi c method. ”  Its approach to science, he warned, could paralyze policy-
making by raising the bar of acceptable evidence impossibly high. 
 “ Uncertainty is not the hallmark of bad science; it is the hallmark of honest 
science, ”  Brown wrote.  32   

 The symbiotic relationship between models and data that I described in 
chapter 10 shows why this  “ impossible standard ”  would be fatally fl awed 
with respect to global climate change even if it were not motivated primar-
ily by ideology. The distinction between data and theories or models on 
which the Republican  “ sound science ”  crusade relied does not survive close 
scrutiny. As I have shown, all modern climate data are modeled in a variety 
of ways to correct systematic errors, interpolate readings to grids, and 
render readings from various instrument types commensurable.  If we 
cannot trust models without evidence, neither can we trust evidence without 
models . 
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 Tilting the Line: The Microwave Sounding Unit 

 Perhaps the most important data war related to global climate change 
concerned temperature readings from the microwave sounding units 
(MSU), which have been carried on satellites since 1978. An MSU scans 
the atmosphere beneath its fl ight path as a volume, rather than sampling 
it at points (as surface stations do) or along a line (as radiosondes do). 
Recall from chapter 10 that an MSU (like most other satellite instruments) 
reads radiances at the top of the atmosphere. From those radiances, it is 
possible to derive the temperature structure of the atmosphere below the 
instrument. This derivation involves extremely complex data analysis, 
taking into account the atmosphere ’ s chemical composition (which 
varies with altitude), the satellite ’ s fl ight path, the sun ’ s position relative 
to both the planet and the satellite, and many other factors. Since MSU 
radiance measurements are fully global, scientists regard them as an 
extremely important source, even the most important source, of global 
temperature data. 

 Like all satellite instruments, MSUs wear out in space and must be 
replaced every few years. Nine MSUs have been orbited since 1978, usually 
with periods of overlap to permit calibrating each new instrument against 
its predecessor. The MSU was originally intended to provide weather data, 
not climate data. Yet its global coverage — and the absence, at the time, of 
instruments better suited to climate studies — made treating the long-term 
MSU record as climate data irresistible. For several years, the MSU data 
were interpreted principally by a group at the University of Alabama at 
Huntsville led by Roy Spencer and John Christy. This group is known in 
the meteorological literature simply as  “ UAH. ”  

 The MSU measures radiances on several channels (frequency bands). 
Channel 2 readings refl ect the  “ bulk ”  temperature of the middle tropo-
sphere, a thick layer extending from the surface to 15 km. But the region 
of greatest concern for climate studies is the  lower  troposphere, the thinner 
layer from the surface to about 8 km. The MSU was not originally designed 
to observe this region specifi cally. However, in the early 1990s UAH devel-
oped an ingenious way to modify and combine readings from Channel 2 ’ s 
side-looking and downward-looking components to create a  “ synthetic ”  
channel, known as 2LT, that could resolve readings in the lower 
troposphere.  33    

 The UAH analyses of channel 2LT seemed to show a slight  cooling  in 
that region. This mattered greatly to the case for global warming, since 
models predicted that the lower troposphere should warm slightly more 
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than the surface, where records showed warming at the rate of 0.07 – 0.1 ° C 
in the period 1979 – 1993.  34   In 1995, Christy reported,  “ with high confi -
dence, ”  that  “ the global tropospheric temperature has experienced a 
decline since 1979 of  – 0.07 ° C    0.02 ° C per decade. ”   35   This trend confl icted 
with longer-term radiosonde data, which at that time showed a lower-
troposphere warming trend of nearly 0.1 ° C per decade since the late 1950s. 
Christy himself concluded that, even after adjusting the radiosonde data 
for a potential cool bias early in the record, the 1958 – 1995 global trend 
from a  “ hybrid ”  radiosonde-MSU dataset showed warming of +0.07 – 0.11 ° C 
per decade.  36   Still, Christy argued, the MSU lower-troposphere cooling 
trend presented a serious problem for climate models. 

 In political debates, skeptics seized on the UAH data as proof positive 
that global warming was a myth. Congressional committees frequently 
called UAH members as expert witnesses in hearings on climate change. 
In 1997, for example, Christy testifi ed before the Senate ’ s Committee on 
Environment and Public Works. He reported the (then)  – 0.05 ° C downward 
trend. Then, after some caveats about ambiguities in the data and its rela-
tively short temporal coverage, he argued:  “ Because of its precision and 
true global coverage, we believe that the MSU dataset is the most robust 
 measurement  we have of the Earth ’ s bulk atmospheric temperature. ”   37   
Similarly, responding to questions raised by other scientists about potential 
defects in the MSU data, Spencer, Christy, and colleagues wrote:  “ . . . 
Hurrell and Trenberth  estimate  the temperature of the atmosphere through 
a simple linear regression model based only on the sea surface tempera-
tures, and a global climate model simulation with the same sea surface 
temperatures but no stratospheric volcanic aerosols, [ but ]  the MSU data 
actually measure the temperature of the free atmosphere . ”   38   

 The main point I want to make here concerns how, in the political 
sphere, this controversy became a contest between models and data. In the 
UAH version of the story, models offered only unreliable, purely theoretical 
estimates, while the MSU supplied reliable, empirical evidence. This struc-
ture fi t neatly into the Republican  “ sound science ”  ideology. Not only less 
credentialed skeptics, but Christy and Spencer themselves repeatedly pre-
sented the MSU data as direct measurements of tropospheric temperature. 
Yet these data, like all global data (as I have been saying), were in fact 
heavily processed by data models.  

 The MSU record begins in 1979, a relatively brief period by climatologi-
cal standards. Especially in the mid 1990s, when the MSU record covered 
only about 15 years, a single exceptionally hot or cool year could strongly 
affect the trend. And indeed, year by year, the UAH trend line changed. 



Signal and Noise 415

0.8

0.4

0

–0.4

–0.8

1978 1982 1986 1990 1994 1998

MSU RecordT
ro

p
o

s
p

h
e
ri

c
 t

e
m

p
e
ra

tu
re

a
n

o
m

a
ly

 (
°C

)

0.8

0.4

0.0

–0.4

–0.8

1955 1965 1975 1985 1995

Radiosonde record

T
ro

p
o

s
p

h
e
ri

c
 t

e
m

p
e
ra

tu
re

a
n

o
m

a
ly

 (
°C

)

 Figure 15.3 
 Top: Lower-troposphere trend 1979 – 1999 from MSU data, indicating warming of 

0.05 ° C per decade (a reversal of the 1979 – 1997 trend of  – 0.05 ° C per decade). Though 

the trend reversal is due mainly to the 1998 spike, it also stems partly from 

adjustments to the UAH data-analysis model, made in 1998. Bottom: 1958 – 1999 

lower-troposphere trend from radiosondes, indicating warming of 0.095 ° C per 

decade. 

  Source : W. Soon et al.,  “ Environmental Effects of Increased Atmospheric Carbon 

Dioxide, ”   Climate Research  13, no. 2 (1999): 153. 
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  Figure 15.3  shows UAH data from 1979 to 1999. Here the slope of the trend 
has shifted from downward to upward, indicating a slight warming 
(+0.05 ° C per decade). Clearly the sharp spike in 1998 strongly affected 
the slope.    

 What is not obvious from the graph in fi gure 15.3, however, is that in 
the interim UAH had adjusted the underlying MSU data. Satellites ’  orbits 
decay over time, and as a satellite comes closer to the surface its angle of 
observation changes. In 1998, UAH adjusted its analysis algorithms to 
account for this factor, revising the entire data set accordingly.  39   Though 
this particular adjustment had only a slight effect on the overall trend, it 
was neither the fi rst nor the last of many such changes to the UAH data 
model.  

 Remote Sensing Systems (RSS), a private research fi rm led by Frank 
Wentz, began to provide an independently constructed MSU data set (con-
structed from the same instrument readings). The RSS data analysis showed 
a positive and slightly higher trend than the UAH version. A number of 
other groups also contributed to the controversy, offering various new cor-
rections, adjustments, comparisons to other data, and analysis techniques. 
By 2003 the UAH data had undergone fi ve major revisions (and numerous 
minor ones) to remove  “ nonclimatic infl uences ”  from the 2LT trend. In 
addition to orbital decay, these included corrections for bias between dif-
ferent satellite instruments, multiple corrections for diurnal drift, and 
adjustments to remove stratospheric radiances that overlapped the 2LT 
frequency channel. In 2005, a correction to the algorithms contributed by 
RSS raised the UAH trend by +0.035 ° C per decade (a 40 percent change), 
tilting the slope of the UAH trend line considerably further upward. 

 Meanwhile, RSS was also revising its analysis algorithms. As of early 
2009, the RSS data set was on version 3.2. Rather than try to resolve the 
differences for themselves, other scientists who use the MSU data now 
typically show both UAH and RSS trends. The controversy continues at 
this writing, but (as   fi gure 15.4  illustrates) as of early 2009 UAH and RSS 
agree much more closely, and both agree roughly with the surface trend. 
RSS currently calculates the trend at +0.155  ° C per decade, while UAH 
shows +0.13 ° C per decade.  40   All these numbers were produced from the 
same set of instrument readings; the differences between the UAH and RSS 
data sets  are differences between their data models . The same thing can be 
said, of course, for trends calculated from radiosondes, which suffer from 
sampling errors, location bias, and numerous other shortcomings, and in 
fact the MSU controversy led to considerable adjustments in that record 
as well.   
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 Figure 15.4 
 Global temperature anomaly in surface data vs. lower-troposphere MSU data from 

UAH V5.2 and RSS V3.2.  

 Source of surface data: HadCRUT3 (P. Brohan et al.,  “ Uncertainty Estimates in 

Regional and Global Observed Temperature Changes: A New Dataset from 1850, ”  

 Journal of Geophysical Research  111, D12106). Source of RSS data: TLT V3.2 (C. Mears 

and F. Wentz,  “ Construction of the Remote Sensing Systems V3.2 atmospheric 

temperature records from the MSU and AMSU microwave sounders, ”   Journal of 

Atmospheric and Oceanic Technology , in press). Source of UAH data: TLT GLHMAM 

5.2 (J. Christy,  “ Error Estimates of Version 5.0 of MSU/AMSU Bulk Atmospheric 

Temperatures, ”   Journal of Atmospheric and Oceanic Technology  20 (2003), 613 – 29). All 

data updated through 2008. Graphic by Robert A. Rohde. 

 My point here is that the legitimate scientifi c debate about the MSU 
data became translated, in the public politics of climate change, into a 
generic contest between weak, unconstrained, speculative  “ models ”  and 
strong, fi rm, empirical  “ data. ”  Without impugning anyone ’ s motives, one 
can say that the UAH group contributed substantially to this construction 
of the issue by insisting that the MSU data were  “ measurements ”  and by 
insisting that its data were inherently superior to data produced by radio-
sondes and to  “ estimates ”  produced by climate models. 

 As I have shown, the reality is much murkier. Global data cannot exist 
without analysis models, all the more so in the case of the MSU. I am not 
suggesting that the MSU doesn ’ t measure the atmosphere; of course it does. 
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What matters is how one transforms those signals into meteorological 
parameters, and  that  is a modeling process. The distinction between model-
ing and measuring was strongly overstated in this case, and that overstate-
ment contributed to an ill-formed political debate based on a fundamental 
misrepresentation of the nature of climate knowledge. 

 The MSU controversy exemplifi es the infrastructural inversion that 
characterizes so much of climate science. To fi nd out more about the past, 
you keep digging into exactly how the data were made. You reanalyze 
them; you make new versions of the atmosphere. As a result, the past 
shimmers. In climate science, at least, models and data are symbiotic. 
 “ Raw ”  data are noisy, shapeless, and uninterpretable. Models give them a 
defi nite form. Neither models nor data alone can support a living under-
standing of physical phenomena. 

 Models as Gateways in the Climate Knowledge Infrastructure 

 Associated with the political arrival of the climate-change issue in the late 
1980s was a trend toward increasingly comprehensive global models. This 
came from two directions. On the science side, Earth system models (ESMs) 
couple atmosphere and ocean circulation models to models of other cli-
mate-related systems, including the land surface, the cryosphere (glaciers, 
sea ice, and snow cover), hydrology (lakes, rivers, evaporation and rainfall), 
and vegetation. 

 Entire scientifi c fi elds, often including multiple disciplines, lie behind 
these component models. Coupling the models also means joining these 
communities. In many cases, bringing their knowledge to bear on global 
climate models has required dramatic changes in focus, in instrumenta-
tion, and in collective practice. Many of these changes have to do with 
scale. Consider GENESIS, a pioneering Earth system model created at the 
National Center for Atmospheric Research in the early 1990s (and later 
abandoned). One component of GENESIS was an Equilibrium Vegetation 
Ecology model (EVE) that generated global maps of plant communities 
at a resolution of 1 °   1 ° . These maps, in turn, became input to the Leaf 
model, which generated a  “ leaf area index ”  (surface area covered by vegeta-
tion) within each grid square. The leaf area index fed, in turn, into an 
atmospheric general circulation model, where it affected the GCM ’ s calcu-
lations of water fl ux, albedo, and other factors. A soil hydrology model 
determined soil moisture retention, interacting with both EVE and the 
atmospheric GCM.  41   
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 At the time, global ecosystem models were mainly based on the biome 
classifi cation scheme, which divides ecosystems into from fi ve to twenty 
basic types (temperate forest, tropical rainforest, desert, tundra, etc.) — a 
very high level of aggregation. At the other end of the scale, forest succes-
sion models used species as basic units, down to the level of individual 
trees — far too fi ne a granularity to use in a global model. EVE sought a 
middle ground, relying on the medium-granularity  “ life form ”  concept: 
aggregates of species with similar physiognomic and morphological char-
acteristics — that is, plants that look and function in similar ways with 
respect to their ecological context, such as broad-leaf and boreal needle-leaf 
trees. Using the atmospheric GCM ’ s climate statistics, EVE calculated the 
fraction of each grid box covered by each of 110 life forms. 

 Just as with climate, and for similar reasons, fi nding data against which 
to evaluate these model results proved extremely diffi cult. In the mid 
1990s, EVE vegetation maps agreed with maps made from observations 
only to about 75 percent — but the various extant observation-based maps 
agreed  with each other  only to about 75 percent, which put EVE ’ s results 
within the limits of observational uncertainty. The reason is that fi eld 
ecology has historically worked chiefl y at the level of plots — boxes whose 
edge length is defi ned, roughly, by the height of the tallest tree within the 
study area. Indeed, in a 1992 overview one ecologist wrote that  “ in no 
other pairing of disciplines are the temporal and spatial scales at which 
research is conducted so tremendously mismatched. Current GCMs operate 
at time steps of minutes to hours while dividing the Earth ’ s surface into 
blocks which are hundreds of kilometers on a side. In contrast, most ter-
restrial ecosystem models operate at monthly to annual time steps on a 
spatial scale measured in tens of meters. ”   42   In experimental ecology, the 
scale discrepancy was even greater: a survey of articles published between 
1980 and 1986 found that half of the studies used plots a meter or less in 
diameter, and that very few of the studies lasted more than 5 years.  43   
Against this background, simulation modeling offered a way to generate a 
consistent global data image — which might be as accurate as any available 
empirical map. 

 Since that time, a great deal of effort has gone into building global 
empirical data sets and into simulating ecological processes at larger scale. 
Meanwhile, ecological models are using atmosphere-ocean general circula-
tion model (AOGCM) projections to project possible environmental con-
sequences of climate change. This is just one example among many of 
how the climate knowledge infrastructure has brought formerly distant 
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scientifi c disciplines together through global simulation modeling, forcing 
each discipline to examine the methods and data of the others. Since the 
1990s, global modeling projects and practices have sprung up in nearly 
every climate-related fi eld. 

 At fi rst, coupling models involved  ad hoc  programming. The one-off 
nature of the coupling process made it diffi cult to compare the outputs of 
different coupled models, since the particular computational methods by 
which the component models exchanged information signifi cantly affected 
the overall output. The proliferation of component models led to an 
increasing desire to be able to  “ mix and match ”  them, for instance by 
combining an ocean model from one lab with a sea-ice model from another 
lab and an atmospheric model from a third. As a result, in 2002 a large, 
open-source, collaborative project — spearheaded by NCAR but also involv-
ing NOAA, NASA, and other institutions — began developing an Earth 
System Modeling Framework. ESMF is essentially a set of standardized 
software gateways that allow models to exchange information. With ESMF, 
component models of individual physical systems become modular, with 
standard interfaces. Scientists can readily assemble new combinations of 
models, reuse model codes, re-grid, and perform other modeling tasks with 
much less custom coding. A similar European project, the Programme for 
Integrated Earth System Modeling (PRISM), promotes  “ shared software 
infrastructure tools ”  and collaborates with ESMF. Both ESMF and PRISM 
conceive a new stage of climate modeling. These projects are moving 
coupled models beyond the characteristic lab-based craft processes that still 
dominate the fi eld into a new era of open-source, more transparent and 
portable modeling tools and components. Both ESMF and PRISM promote 
their products explicitly as infrastructure. 

 The Earth System Modeling Framework has spread rapidly, moving 
beyond climate modeling to weather forecasting. The US Navy, the US Air 
Force, and the National Oceanic and Atmospheric Administration ’ s opera-
tional weather services are revising their weather-prediction models to 
meet the ESMF standard. Recent collaborations have taken ESMF beyond 
the domain of Earth system science to include applications in emergency 
response management and military battlespace simulations. 

 A second approach to joining knowledge domains by coupling models 
emerged from environmental impact assessment. Like their predecessors 
in the 1970s and the 1980s, integrated assessment models (IAMs) sought 
to provide a way to compare policy scenarios and to forecast future trends. 
An example is the Integrated Model to Assess the Greenhouse Effect 
(IMAGE), begun in the Netherlands in the late 1980s. At the time, IMAGE ’ s 
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principal developer, Jan Rotmans, wrote:  “ Today, more than twenty years 
after the foundation of the Club of Rome, it is now widely accepted that 
. . . global, empirical scenario models are a powerful tool for analyzing 
long-term decision problems. ”  In fact, Rotmans ’ s book on IMAGE bore a 
signifi cant resemblance to  The Limits to Growth , presenting a qualitative 
analysis based in quantitative methods and building its conclusions from 
somewhat arbitrary assumptions, limited historical data, and highly param-
eterized relationships. Even the book ’ s appearance, with numerous graphs 
illustrating exponential growth curves, seemed to borrow  Limits ’   visual 
style.  44   Similar climate-related assessment models of the late 1980s included 
the US Environmental Protection Agency ’ s Atmospheric Stabilization 
Framework model and the World Resources Institute ’ s Model of Warming 
Commitment. These three models provided input to the climate scenarios 
used in the IPCC ’ s fi rst assessment.  45   Owing to the looser, more speculative 
nature of IAMs (relative to ESMs), the process of generating scenarios is 
among the most controversial elements of the IPCC process. Social, behav-
ioral, economic, and policy sciences all feature in this mix. 

 These increasingly integrated models — both ESMs and IAMs — serve a 
central organizing function for large and growing epistemic communities, 
both within and beyond science. These communities might be said to 
share the scientifi c macro-paradigm I have called  “ reproductionism. ”  
Reproductionism accepts computer simulation as a substitute for experi-
ments that are not feasible on a global scale. It also accepts the use of data 
modeling as a control on heterogeneity in space and time. Once again, 
it ’ s  “ models almost all the way down. ”  In this very important sense, com-
prehensive model building is a central practice of global knowledge 
infrastructures. 

 Climate Science on the World Wide Web 

 Since the early 1990s, with the advent of the World Wide Web,  “ citizen 
science ”  projects of all descriptions have proliferated, making using of 
the Web ’ s unique capabilities to engage amateur scientists as observers. 
The earliest such projects, such as Project Feederwatch (organized by 
Canada ’ s Long Point Bird Observatory and Cornell University ’ s Laboratory 
of Ornithology), began as simple translations of existing citizen science 
projects to the Web medium. Project Feederwatch provides simple instruc-
tions for amateur birdwatchers to count and report the various species 
they observe. About 40,000 people have participated in the online 
count. 
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 Many other citizen science projects were new. Weather Underground, 
run by the University of Michigan, began in 1992 as a simple telnet-based 
Internet weather reporting service. After its incorporation in 1995, Weather 
Underground began allowing individuals to link their personal weather 
stations into its network, providing site visitors with local readings from 
about 10,000 stations in the United States and 3000 elsewhere in the world. 
At the end of chapter 13, I discussed climate prediction .net, which runs 
perturbed-physics climate models on a gigantic computing grid consisting 
of personal computers linked by means of the Berkeley Open Infrastructure 
for Network Computing (BOINC). Individuals who donate processor time 
can watch the model runs progress on their own computers. 

 After the year 2000, as weblogs ( “ blogs ” ) came into vogue for commu-
nication and discussion on the Web, climate science moved swiftly into 
the new arena. In 2004, the self-described  “ mainstream skeptic ”  newsletter 
 World Climate Report  moved onto the Web as a blog. Another site is 
RealClimate, subtitled  “ climate science from climate scientists. ”  These sites 
offer lively debates, discussions, and explanations at various levels of tech-
nical sophistication. The content ranges from meticulously argued claims 
closely linked to the meteorological literature and to authoritative data 
sources, at one end of the spectrum, to rambling diatribes, dark conspiracy 
theories, and name-calling ( “ deniers, ”   “ global warmers, ”  and much worse). 
Andrew Revkin, an environment reporter for the  New York Times , opened 
his DotEarth blog in 2007. In the same year, the prestigious scientifi c 
journal  Nature  mounted Climate Feedback ( “ the climate change blog ” ). 
Today a complete list of relevant blogs would occupy several pages. 
Meanwhile, more debates — and extensive  “ edit wars, ”  in which rival con-
tributors alter or delete each other ’ s text — raged behind the pages of 
Wikipedia entries related to climate science and climate change. (To see 
these, click the  “ discussion ”  and  “ history ”  tabs at the top of any Wikipedia 
entry.) 

 Blogs and web-based citizen science herald a new stage in the science 
and the politics of climate change, and they are certain to have consider-
able impact over the long term. Here I will discuss just three of many 
possible examples. All of them represent projects in infrastructural 
inversion. 

 Climate Audit emerged from a controversy over the  “ hockey stick ”  
graph (  fi gure 15.5 ), originally published in 1998 by a group led by the 
University of Virginia climatologist Michael Mann. A version of the same 
graph featured prominently in the 2001 IPCC Second Assessment Report.  46   
This graph combined data from thermometers with proxy measures of 
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temperature from tree rings, ice cores, corals, and historical records to chart 
temperature changes over the past 1000 years. Stephen McIntyre, a former 
mining industry executive and government policy analyst with a back-
ground in mathematics and economics, and Ross McKitrick, an economist, 
challenged one of the statistical techniques Mann ’ s group had used to 
analyze the data. This challenge led to a long and bitter controversy involv-
ing Mann, the US Congress, the Intergovernmental Panel on Climate 
Change, the National Science Foundation, the American Association for 
the Advancement of Science, the National Academy of Sciences, the 
National Research Council, and numerous other entities and individuals. 
Across this period, McIntyre, McKitrick, Mann, and various other parties 
published a series of exchanges in peer-reviewed journals and in more 
partisan venues.  47     

 I will not discuss the details of the scientifi c issue, which involved 
arcane mathematics and proxy data sources (rather than the historical 
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 Figure 15.5 
 The  “ hockey stick ”  graph from the IPCC ’ s Third Assessment Report (2001). The 

nickname derives from the trend line ’ s shape, with its  “ blade ”  at left and its  “ stick ”  

at far right. Original legend:  “ [This chart] merges proxy data (year-by-year [dark gray] 

line with very likely ranges as [light] gray band, 50-year-average [black] line) and 

the direct temperature measurements [black line after 1850] for the Northern 
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available to assess such changes in the Southern Hemisphere. ”   

  Source :  Climate Change 2001: Synthesis Report  (Cambridge University Press, 2001). 
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reproduction. 
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instrument records on which most of this book has focused). Instead, here 
I am interested in the aspect of the controversy that involved access to 
data and models. Essentially, Stephen McIntyre requested the original data 
that had been used to construct the graph. Michael Mann provided most 
of the data, but not all. McIntyre pursued the missing data, but Mann 
rebuffed him. McIntyre pressed the case — now requesting access to Mann ’ s 
data-analysis source code and methods as well as the data themselves. 
Mann at fi rst resisted, then eventually provided these, but by then a con-
gressional investigation had begun. The House Subcommittee on Oversight 
and Investigations asked Mann to deliver his curriculum vitae, a list of all 
his grants and other fi nancial support, all the data for all his published 
work, the source code used to produce his results, and an  “ explanation ”  
of all his work for the IPCC.  48   Mann reluctantly did so, and the controversy 
resolved into a more ordinary scientifi c one about techniques for analyzing 
data under large uncertainties. 

 In 2005, during the  “ hockey stick ”  controversy, McIntyre began to use 
his Climate Audit blog to promote the idea of  “ auditing ”  climate data and 
even climate models. He sought to audit, among other data, the Goddard 
Institute for Space Studies ’  surface-temperature data set. He began to 
request, politely but insistently, that the institute release both the raw 
observations and its data-analysis model. Because McIntyre chronicled all 
of his requests and GISS ’  responses on the Climate Audit blog, his efforts 
gained a degree of publicity they probably would never have received 
otherwise. GISS resisted McIntyre ’ s requests at fi rst, but after some negative 
press coverage it complied. In 2007, McIntyre ’ s  “ audit ”  discovered an 
anomaly in the GISS data set involving corrections GISS had applied to 
records from the US Historical Climatology Network. The blog provided 
an unprecedented forum for any interested party to signal audit-worthy 
issues, and Climate Audit and other blogs uncovered further errors 
made by GISS in an early release of October 2008 data. GISS thanked 
McIntyre publicly for these contributions. In response to the calls of 
Climate Audit and other blogs for greater transparency, many climate 
centers have begun mounting data and even some climate models on 
public web servers. 

 SurfaceStations.org represents another sort of  “ audit, ”  this one based on 
a  “ citizen science ”  model. As we have seen, climate scientists have long 
expressed frustration with the inadequate and in some cases deteriorating 
state of the climate observing system. During 2006, a widely read blog 
(Climate Science: Roger Pielke Sr. Research Group News) conducted a long 
discussion of problems in the US surface station records. The following 
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year, Anthony Watts, a TV and radio meteorologist, opened the website 
SurfaceStations.org to organize a survey of all 1221 stations in the US 
Historical Climatology Network. Through Watts ’ s site, individuals can 
volunteer to visit a USHCN station and document the placement of its 
instruments. Their particular mission is to note and photograph how the 
station ’ s surroundings might be infl uencing its instrument readings. For 
example, thermometers placed near air conditioner exhausts, heating 
vents, or asphalt parking lots, or anemometers placed near tree lines or 
large buildings, might give inaccurate readings. At this writing, 
SurfaceStations.org claims to have surveyed more than 80 percent of all 
USHCN stations, and Watts plans to extend the survey to cover climato-
logical stations outside the United States. 

 The volunteer observers fi ll out a simple form describing conditions at 
the station, and they are encouraged to post photographs. From these site 
surveys, SurfaceStations.org estimates each station ’ s temperature bias, 
using the offi cial NOAA Climate Reference Network Site Handbook. In an 
interim report on its survey,  49   Watts claimed that 58 percent of the 865 
USHCN stations surveyed to date by SurfaceStations.org exhibited 
 “ expected ”  biases of +2 ° C or more, and that another 11 percent displayed 
an  “ expected ”  bias of +5 ° C or more — an enormous warm bias, if confi rmed. 
However, since the SurfaceStations.org site survey has not undergone peer 
review, the accuracy of its estimates cannot be adequately determined. 
Regardless, SurfaceStations.org ’ s photographic documentation of USHCN 
sites alone represents a signifi cant public service. In a sign of the linking 
processes the Web medium encourages, Watts thanks Stephen McIntyre 
and Roger Pielke Sr. for assistance with data analysis. 

 Another citizen project, Clear Climate Code,  “ writes and maintains 
software for climate modeling and analysis, with an emphasis on clarity 
and correctness. ”  Its fi rst effort involves rewriting GISTEMP (the software 
used by the Goddard Institute for Space Studies to analyze surface tem-
perature) in the programming language Python, to make the code easier 
to understand. (GISTEMP now is written in the legacy scientifi c language 
FORTRAN.) In 2008, Clear Climate Code detected two minor bugs in the 
GISTEMP code, which GISS quickly corrected without signifi cant effect on 
the data.  50   

 These blogs and citizen science websites, and others like them, represent 
remarkable new possibilities for open access and citizen involvement in 
climate monitoring and modeling. On its face this seems salutary, and 
perhaps it will be. Yet such projects pull in multiple directions, not all of 
which lead to improvement in the quality of climate science. For example, 
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while the National Science Foundation and numerous other agencies 
promote and even require data sharing, the paradigmatic case of such 
sharing is re-use of data by other scientists — not auditing by amateurs, no 
matter how knowledgeable and well educated they may be. The more open 
you make your science, the more effort you must expend to provide your 
data and to assist people in interpreting it. In the case of climate change, 
that effort can become onerous, even overwhelming; it can stop you from 
doing science at all. The  “ hockey stick ”  case dragged Michael Mann and 
his co-authors into a years-long morass of hearings, letters, and public 
defenses of their data and methods, during which they could have been 
doing research. Yet if you close your science up, excluding outsiders by 
refusing them access to data and methods, not only will you raise suspi-
cions and open yourself to accusations of elitism; you also may miss real 
scientifi c benefi ts from unusual critiques and creative ideas  “ outside the 
box ”  of your fi eld ’ s traditions. 

 Have the projects described here provided such a benefi t? Here a decid-
edly mixed pattern emerges. Climate Audit ’ s detection of errors in the GISS 
temperature data and Clear Climate Code ’ s discovery of bugs in GISTEMP 
are clearly benefi cial, as GISS has acknowledged. But SurfaceStations.org 
went beyond surveying stations. It analyzed the survey results, then posted 
graphics and published a report indicating a large warm bias in the US 
Historical Climatology Network. Perhaps the survey is accurate, but in the 
absence of peer review this conclusion remains highly uncertain, and the 
rationale for posting those results on a public website is highly question-
able. Similarly, the value of citizens ’  interventions in the  “ hockey stick ”  
controversy is not clear. The National Research Council concluded that 
the critique by McIntyre and McKitrick helped to improve temperature-
reconstruction methods. But it also noted that, in practice, the  “ principal-
component analysis ”  method used by Mann et al.  “ does not appear to 
unduly infl uence reconstructions of hemispheric mean temperature; recon-
structions performed without using principal component analysis are 
qualitatively similar to the original curves presented by Mann et al. ”   51 

  Furthermore, other scientists had noted most of the issues raised by 
McIntyre and McKitrick; had scientifi c review processes been allowed to 
proceed normally, without public uproar, the ultimate outcome would 
probably have been much the same. 

 The cases I have described here represent relatively responsible 
efforts by outsiders to participate in the scientifi c process. Many other 
climate blogs and citizen science projects display poorer judgment, ranging 
from misinformed good-faith opinions to rants, religious screeds, and 
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deliberate disinformation. It is hard to divine where this new openness will 
lead. 

 Blogs and citizen science initially appear to increase the transparency 
of climate knowledge. On their face, they look like another mode of infra-
structural inversion. They can certainly contribute to extending  “ owner-
ship ”  of the knowledge-production process, which can broaden consensus. 
But on closer examination, their effects so far are decidedly mixed. Some 
have contributed new insight, helping to improve the scientifi c infrastruc-
ture by inverting it. At least as often, however, they promote confusion, 
suspicion, false information, and received ideas. 

 To the extent that these new forms can be brought within some frame-
work of credentialing and peer review, they may contribute substantially 
to climate knowledge. To the extent that they undermine those processes —
 and the danger that they will do so, at least in the near term, is great — they 
represent ideological and political strategies rather than knowledge proj-
ects. In all cases, they represent a new form of friction — perhaps we could 
call it  “ inclusion friction ”  — that slows the knowledge-production process, 
generating heat and damage as well as, sometimes, light. Ever-greater 
numbers of ordinary people are learning to create and use Web resources 
like the ones discussed here. As we move into this future, balancing the 
public interest in transparency and open access with the legitimate needs 
of researchers to limit participation in review processes will be diffi cult 
indeed. 

 Controversy within Consensus 

 In principle, scientifi c knowledge is always provisional, always open to 
revision. The long history of  “ scientifi c revolutions ”  demonstrates that 
even universally held paradigms can occasionally be revised or completely 
overturned.  52   This line of thinking, originally the province of obscure aca-
demic analysis in history and philosophy of science, gained a new role as 
political strategy in climate controversies. 

 For example, during the Scientifi c Integrity hearings discussed earlier in 
this chapter, skeptical scientists and conservative members of Congress 
argued that a self-interested science  “ establishment ”  enforces the accep-
tance of false theories. Invoking Galileo and other scientifi c revolutionaries 
directly, 

 some Members and witnesses suggested that scientifi c  “ truth ”  is usually more likely 

to be found at the scientifi c fringes than in the conventional center. As the 
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Subcommittee chair stated,  “ I am not swayed by arguments that  ‘ here ’ s a big list of 

scientists that are on my side and you only have a smaller group of scientists on 

your side. ’  I ’ m just not swayed by that at all. ”  A similar sentiment was echoed by 

the Chairman of the Science Committee:  “ My experience in 18 years of watching 

science policy being made is it is [sic] often those small groups of scientists, though, 

who differ with conventional wisdom that in fact are always producing the scientifi c 

judgments of the future. ”   53   

 Could the dominant paradigm of climate science, the one behind general 
circulation models and climate theories, not one day be overturned by a 
heroic minority? Could not some climate Galileo, Copernicus, or Darwin 
emerge to reveal that everything we thought we knew was wrong?  

 Never say never. Yet this contingency, while not beyond imagination, 
remains extremely unlikely in the climate case, for at least two reasons. 
First, and more important, the climate-change consensus is supported not 
by one discipline, but by many relatively independent disciplines. Not only 
many different models but many different lines of evidence from various 
Earth and environmental sciences — each with its own methods, measure-
ments, models, and modes of thinking — converge on similar results. This 
fact alone renders the likelihood of a new Copernican revolution in climate 
knowledge vanishingly small. Second, in the ongoing IPCC process every 
alternative theory and every alternative line of evidence is routinely con-
sidered and reconsidered by a large community of experts, as well as by 
governments and non-governmental organizations representing stake-
holders of every stripe.  

 Perhaps, some argue, this IPCC review process is inherently biased in 
favor of a  “ scientifi c establishment, ”  rejecting even legitimate ideas that 
run against the mainstream view. Indeed, some research on peer review 
does support the idea of systematic biases.  54   Yet several other studies have 
reached positive verdicts on peer review ’ s ability to improve the quality of 
publications.  55   

 Peer review is not a truth machine, automatically separating good 
science from bad. But the peer review of IPCC assessments differs in several 
ways from the processes used by scientifi c journals. First, most of the lit-
erature considered during IPCC assessments has already undergone peer 
review once (at the time of publication). Second, IPCC reports are assess-
ments, not primary science; as a result, IPCC peer review is designed to 
capture both agreement and disagreement. IPCC rules of procedure specifi -
cally direct authors to call legitimate controversies to readers ’  attention: 
 “ In preparing the fi rst draft, and at subsequent stages of revision after 
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review, Lead Authors should clearly identify disparate views for which 
there is signifi cant scientifi c or technical support, together with the rele-
vant arguments. . . . It is important that Reports describe different (possibly 
controversial) scientifi c, technical, and socio-economic views on a subject, 
particularly if they are relevant to the policy debate. ”   56   Finally, IPCC review 
reaches well beyond the scientifi c community. Unlike peer review for 
journals, where only expert opinions are solicited, here partisan, non-
expert views are deliberately solicited and their concerns addressed (to 
the extent the scientifi c framework permits). Despite its imperfections, 
this exhaustive, multiple-level, highly transparent review process remains 
the best approach we have for evaluating climate knowledge. It brings 
controversy within consensus, it limits bias, and it connects the world ’ s 
far-fl ung climate science communities in an ongoing process. This 
extraordinary process distinguishes climate science from nearly all other 
scientifi c arenas, and it warrants my concept of a  “ climate knowledge 
infrastructure. ”  

 It could be that all the global models contain some error of understand-
ing, as yet undetected, that accounts for the warming they all predict. 
Maybe their warming forecasts are just groupthink, with scientists uncon-
sciously infl uencing one another to parameterize and tune their models in 
similar but unrealistic ways. Perhaps systematic errors in the data make 
global warming only apparent, not real. Perhaps Climate Audit, 
SurfaceStations.org, or some successor project will one day prove that so 
many station records have suffered from so much artifactual heating that 
really there is no warming at all, or at least none outside the range of 
natural variability. It could be that the slope of the lower-troposphere trend 
from the MSU data — entirely independent of the surface record — will 
fl atten, or even fall again, under the infl uence of some new adjustment to 
the data-analysis model. And it could be that the IPCC is just an elite club, 
just another interest group, representing a self-interested scientifi c estab-
lishment bent on defending its research empire. 

 It could be, but it ’ s not. There are too many models, there are too many 
controls on the data, too much scrutiny of every possibility, and there is 
too much integrity in the IPCC process for any of those things to be 
remotely likely. Knowledge once meant absolute certainty, but science 
long ago gave up that standard. Probabilities are all we have, and the prob-
ability that the skeptics ’  claims are true is vanishingly small. The facts of 
global warming are unequivocally supported by the climate knowledge 
infrastructure. 
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 Does this mean we should pay no attention to alternative explanations, 
or stop checking the data? As a matter of science, no. If you are doing real 
science, you keep on testing every new possibility; in climate science, you 
keep on inverting the infrastructure. As a matter of policy,  yes . You bring 
the controversy within the consensus. You get the best knowledge you can. 
And then you move, or try to move, against the enormous momentum of 
the fossil-energy infrastructure on which the world depends. 
 
 
 
 
 
 

 



 Conclusion 

 If engineers are sociologists, as Michel Callon and Bruno Latour have 
taught us, then climate scientists are historians.  1   Their work is never done. 
Their discipline compels every generation of climate scientists to revisit 
the same data, the same events — digging through the archives to ferret out 
new evidence, correct some previous interpretation, or fi nd some new way 
to deduce the story behind the numbers. Just as with human history, we 
will never get a single, unshakeable narrative of the global climate ’ s past. 
Instead we get versions of the atmosphere, a shimmering mass of proliferat-
ing data images, convergent yet never identical.  2    

 Let me retrace the arc of this book ’ s narrative — its version of the past —
 once more, not merely to rehearse its main points, but also to point the 
way toward other places it might lead. In 1839, the young British critic 
John Ruskin dreamed of  “ a vast machine . . . systems of methodical and 
simultaneous observations . . . omnipresent over the globe, so that [meteo-
rology] may be able to know, at any given instant, the state of the atmo-
sphere on every point on its surface. ”  Today that  “ vast machine ”  is largely 
complete, constructed from components — satellites, instantaneous tele-
communications, and computers — that Ruskin could scarcely have imag-
ined. Computer models assimilate observations in near-real time from a 
far-fl ung network of sensors on land, at sea, in the upper air, and in outer 
space. Global weather forecasts and analyzed data zoom around the world 
in minutes. Refashioned and interpreted by national weather centers and 
commercial forecast services, they serve countless human ends, from agri-
culture, shipping, insurance, and war to whether you are going to need an 
umbrella in the morning. 

 Weather forecasting today is woven tightly into the fabric of everyday 
life. It ’ s an infrastructure: ubiquitous, reliable (within limits), widely 
shared, and transparent. You can get a forecast for any place on the planet. 
You can get one almost anywhere you happen to be, from any radio, 
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television, or newspaper, or on the Internet. You can pull up radar images, 
satellite photographs, and webcams. Forecasts aren ’ t perfect, of course, and 
never will be. But you have learned how, and how much, to depend on 
them. You understand that they are probabilities and ranges, not certain-
ties, and you act accordingly. As with most things infrastructural, you 
attend to their mechanics mainly when they fail. 

 Weather knowledge works like that because its  “ vast machine ”  is old 
and robust. Through countless rounds of revision, countless generations 
of technology, forecasters fought data friction and computational friction. 
They lubricated the machine ’ s many moving parts with standards, institu-
tions, computers, and digital media. Much friction remains, of course, but 
relative to nineteenth-century weather telegraphy, forecasting ’ s data fl ows, 
computing speeds, and predictive skill have grown by many orders of 
magnitude.  

 The climate knowledge infrastructure is built around and on top of 
weather information systems. It also, and increasingly, possesses informa-
tion systems of its own. It too is old and robust; it too has passed through 
many rounds of revision. Yet unlike weather forecasting, climate knowl-
edge — so far — remains very much  present , obstinately failing to recede 
noiselessly into the background. Instead, climate controversies constantly 
lead down into the guts of the infrastructure, inverting it and reviving, 
over and over again, debates about the origins of numbers.  

 Beyond the obvious partisan motives for stoking controversy, beyond 
disinformation and the (very real)  “ war on science, ”  these debates regener-
ate for a more fundamental reason. In climate science you are stuck with 
the data you already have: numbers collected decades or even centuries 
ago. The men and women who gathered those numbers are gone forever. 
Their memories are dust. Yet you want to learn new things from what they 
left behind, and you want the maximum possible precision. You face not 
only data friction (the struggle to assemble records scattered across the 
world) but also metadata friction (the labor of recovering data ’ s context of 
creation, restoring the memory of how those numbers were made). The 
climate knowledge infrastructure never disappears from view, because it 
functions by  infrastructural inversion : continual self-interrogation, examin-
ing and reexamining its own past. The black box of climate history is never 
closed. Scientists are always opening it up again, rummaging around in 
there to fi nd out more about how old numbers were made. New metadata 
beget new data models; those data models, in turn, generate new pictures 
of the past.  
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 Another of this book ’ s arguments regards the mutually constitutive 
character of models and data:  model-data symbiosis . Since the 1950s, com-
puter models have played four complementary roles in the infrastructures 
of weather and climate knowledge. First, the demands of forecast models 
provided powerful incentives to build planetary data networks — to  make 
global data . Without the models, forecasters could never have used huge 
volumes of information, so they would never have tried to collect them. 
Second, data-assimilation models gave scientists the ability to  make data 
global : to process heterogeneous, spotty, inconsistent, error-ridden signals 
into homogeneous, complete, physically consistent data images. Modern 
4-D assimilation systems literally synthesize global data, constrained but 
not determined by observations. Third, general circulation models — based 
on theory, yet constrained by data used in their parameterizations — let 
scientists forecast the whole world ’ s weather, simulate climate dynamics, 
and perform climate experiments. Finally, in the 1980s the reanalysis of 
historical weather data for climate studies, using 4-D data-assimilation 
models, reunited forecasting with climate science. 

 If you think about  “ thinking globally ”  from the perspective this book 
offers, you ’ ll soon see that it has implications far beyond climate knowl-
edge. How do we know what we know about  any  world-scale process or 
system — especially when, as in climate science, we want to know about 
change over any long period?  3   Take just one example. As I write these 
words, in the gloomy spring of 2009, a lot of people are very worried about 
something called  “ the global economy. ”  What is that? How do we measure 
it, track it, calculate its swells and contractions, and predict what will 
happen to it? What do we know about, say, how the collapse presently 
engulfi ng our jobs, homes, banks, and corporations compares with the 
 global  effects of the Great Depression in the 1930s? And how do we 
know it? 

 I can ’ t give you a detailed answer, but I can tell you what such an answer 
would look like. Just as in weather forecasting, the agencies that collect 
economic data are mostly run by national governments. Therefore, to get 
a data image of the global economy you fi rst have to assemble all these 
national data in one place. How far back can you do that? The concept of 
national income was fi rst articulated in 1690. Yet until the 1920s, in 
general only estimates were available, and only from a few governments. 
By the time of World War II, statistical agencies in the United Kingdom, 
France, the Soviet Union, the United States, and a few other countries 
had begun collecting economic data more systematically. But the 
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communist nations used a  “ material product system ”  of reporting whose 
structure differed fundamentally from other national accounting systems, 
making it nearly impossible to compare them accurately with Western 
economies. 

 In 1953 the United Nations created the System of National Accounts, 
the fi rst uniform international standard for economic reporting. This was 
another deliberate move in the direction of what I have called  infrastruc-
tural globalism . But that standard took hold slowly and piecemeal, and 
implementation at the national level varied. Some countries still don ’ t 
report. Other countries ’  data are known to be defective. Further, the UN 
standard and most national accounts deliberately ignore, as  “ nonproduc-
tive, ”  a great deal of economic activity, such as black markets in drugs, 
weapons, and sex. Housework, unpaid child labor, barter, and other phe-
nomena that are arguably economic in nature never show up as money 
transactions. Such issues make the very defi nition of a  “ global economy ”  
subject to debate. 

 For all these reasons, even today it is diffi cult to construct an accurate 
picture of the world economy directly from data. Even if you stick with 
the offi cially reported fi gures, differences in national income accounting 
render cross-national comparisons complex. For example, the growth rates 
of gross domestic product in the United States and the European Union 
have diverged since 1997. But this divergence may be more related to 
price-defl ation methods introduced into US national income accounting 
around that time than to a genuine difference in growth rates.  4   If you try 
to look back before 1955, things get much worse. Tracking the world 
economy before that date requires an archival search for usable records, or 
proxy measures where good records don ’ t exist. That ’ s a lot of data friction. 
An entire subdiscipline, historical economics, exists for precisely this 
reason. Whether you are looking at the present or the past, you have to 
 make global data . 

 Next, to transform your assembled records into a consistent and accu-
rate picture, you will have to  make data global  in both time and space. To 
do that, you will have to invert the infrastructure, fi nd out how the data 
were made, and adjust them (to whatever extent you can) by means of 
computer models. You will face  metadata friction , the struggle to learn 
exactly when, how, and how much your sources revised their accounting 
standards and recording practices. Once you get these metadata, you ’ ll 
want to adjust data from each period and place to render them commen-
surable with data from other periods and places. To do that, you ’ ll need a 
 data model . If other people get interested, they may create a different data 
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model. Then you will see  data wars : rather than one defi nitive global data 
set, multiple, competing data sets will emerge. As data models evolve, 
global  data images  will proliferate.  

 As for projecting the global economy ’ s future, economists do that, of 
course, with models. Just as in climate modeling, if you invert this part of 
the economics infrastructure, you ’ ll fi nd profound issues of scale. For 
example, it ’ s possible to envision an economy as the sum of all individual 
transactions. But there are trillions upon trillions of transactions in a year, 
and just as you don ’ t model statewide rainfall by simulating individual 
raindrops, you don ’ t model the world economy by simulating every single 
transaction. Instead, macroeconomic models  parameterize , using a combi-
nation of empirically derived numbers and (say) models of corporate 
behavior.  

 Nobody thinks economic models are perfect. Yet despite the notorious 
imprecision of economic forecasts, fi rms, banks, and governments place 
considerable trust in them. They act on shimmering data, shimmering 
knowledge, because they  must  act — and models give them the best infor-
mation they are likely to get. 

 My analogy here is imperfect, of course. Economies differ dramatically 
from the physical systems involved in weather and climate. But the truth 
of the analogy does extend to this: anywhere you look, in any fi eld that 
tries to track and understand any global phenomenon, you will see these 
same structures of monitoring, modeling, and memory. And increasingly, 
you will see models supplying data that cannot be obtained from monitor-
ing or memory, as they already have for several decades in weather fore-
casting and climate science.  

 Since we are speaking of history here, notice that we need climate 
models not only to predict possible futures but also to reveal  possible pasts . 
Look again at fi gures 13.2 and 13.3, which show how climate models simu-
late the twentieth century with and without anthropogenic forcings. Such 
simulations give us the only information we can ever get about what  might  
have happened without our infl uence. Similarly, during the rest of the 
twenty-fi rst century, models will be the only way we can witness the effects 
of whatever climate policies we may adopt, by simulating what would have 
happened in their absence. 

 Will climate forecasting, like weather forecasting, one day disappear 
beneath the surface of everyday life, taken for granted as a smooth-func-
tioning, reliable background system? Will we ever get beyond the  “ models 
versus data ”  structure of climate controversies? Perhaps not. Yet I see two 
paths by which these things could occur. 
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 One path — perhaps the most likely one — follows a sociotechnical 
systems trajectory much like that of weather forecasting. The Global 
Climate Observing System, the Group on Earth Observations System of 
Systems, and similar projects might make progress toward stabilizing meta-
data standards, intercalibrating instruments, coupling component models, 
and improving cooperation among their institutional constituents. Such 
steps could reduce temporal noise in the observing system and build a 
reliable climate record laced with comprehensive metadata. Meanwhile, 
new climate-specialized satellites — such as Japan ’ s GOSAT (Greenhouse 
Gas Observing satellite), launched in 2008 — will provide information that 
weather satellites cannot. Such changes should eventually generate more 
precise, more trustworthy climate data, which should in turn permit 
further refi nement of climate models. Yet it will be at least ten years, and 
probably much longer, before this sociotechnical systems path can place 
the quality of climate prediction on a par with that of today ’ s weather 
forecasts. Also, the necessary changes depend on a degree of institutional 
and national coordination that in the past has invariably proven diffi cult 
to achieve. Finally, as long as partisan interests still perceive benefi ts in 
contesting climate knowledge, no amount of precision will push climate 
prediction entirely below the surface of awareness. 

 The other path I can envision — less likely, but equally desirable — would 
involve a sea change in how people see climate knowledge and what they 
think it is good for. If you understand why climate data shimmer, now 
and always, and why climate predictions too will always shimmer, you 
may come to accept  proliferation within convergence . Today, an Enlightenment 
ideal of knowledge as perfect certainty still holds us back from this accep-
tance. Oddly enough, so too does a widespread relativism — promoted not 
least by some of my colleagues in science and technology studies (STS) —
 that elevates virtually any skeptical view to the same status as the expert 
consensus. 

 Let me pause briefl y on this point, since STS scholars (among whom I 
proudly count myself) will be among this book ’ s principal audiences. 
During the 1960s and the 1970s, when STS was emerging as an interdisci-
plinary social science, we attacked a technocratic elitism that elevated 
science above other ways of knowing and seemed to place scientists beyond 
the reach of moral values and democratic ideals. We argued that scientifi c 
authority had reached a dangerous apogee by eliding the human dimen-
sions of scientifi c practice, claiming unique methods that made nature 
speak for itself. We sought to overthrow an internalist historiography of 
science that ignored larger contexts and questions of power. To emphasize 
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the truth that science is a human thing, we talked a lot about what we 
called the  “ social construction of knowledge. ”  

 Early on, that notion served a useful critical purpose. Social constructiv-
ism correctly asserted that, whatever the power of scientifi c methods, 
scientifi c knowledge  also  depends on norms, values, aesthetic principles, 
and mechanisms of persuasion, challenge, agreement, and evidentiary 
standards. Such things can ’ t be reduced to mechanically applied methods 
or technical apparatus. They are inherently and deeply social. To under-
stand how they work in science, as in any other human endeavor, you 
need historical, sociological, and ethnographic approaches as well. 

 So far, the  “ social construction of knowledge ”  idea makes almost literal 
sense. If you want to build a skyscraper, you start with natural materials: 
iron ore, trees, gypsum deposits, and so on. To turn those into a building, 
though, you have to process them quite a bit. Making iron ore, trees, and 
gypsum into girders, fl oorboards, and drywall — not to mention designing, 
fi nancing, insuring, and erecting your skyscraper — requires not only tech-
nology but also social organization, coordinated action, persuasion, stan-
dards, and norms. Thus any building is made as much from labor relations, 
design discussions, banking, politics, and other social processes as from 
metal, wood, or wallboard. In exactly this sense, science constructs knowl-
edge from natural materials through a combination of technical, social, 
and political processes. This much of the social constructivist argument 
seems incontestable — and it is exactly how I have approached the climate 
knowledge infrastructure in this book. 

 Yet as STS pushed these ideas further, the notion that social processes 
are  necessary  to knowledge production sometimes blurred into the far more 
dubious claim that social agreement is  suffi cient  for knowledge production. 
 “ Socially constructed ”  stopped meaning  “ built by people from natural 
materials ”  and started meaning something more like  “ negotiated collec-
tively by social groups, ”  full stop. It was as if people thought we could stop 
bothering about the iron ore, the trees, and the gypsum and just make 
skyscrapers directly from blueprints, mortgages, and contracts. At an 
extreme, this view regarded physical reality as unknowable or unimportant, 
and the history of science as purely contingent. Science became little more 
than ideology or groupthink, within which any belief at all might come 
to count as  “ knowledge. ”  (I have actually heard some of my colleagues 
utter such phrases.) As a result, all too often STS scholars characterized all 
sides in a scientifi c controversy as equally plausible, and saw knowledge 
simply as the outcome of struggles for dominance among social groups. 
Any outcome, any knowledge could always, one day, be overturned.  
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 This strange social version of Cartesian dualism soon commits episte-
mological suicide. It depicts physical reality as inaccessible and insignifi -
cant even while taking social realities — people ’ s views and their ways of 
infl uencing each other — as transparently and directly knowable, not to 
mention all-powerful. It entails a relativism that soon becomes, if not 
entirely incoherent, at least useless for practical analysis. Probably few STS 
scholars ever really held these views in their extremes. But some did, and 
others, too enamored of overstated claims, expended less effort than they 
might have done to clarify the meaning of social constructivism. The 
result, for many, was a corrosive suspicion of all scientifi c knowledge. 

 Recently, there have been signs of a return to sanity. Even some once-
ardent proponents of radical constructivism have reconsidered its wisdom. 
Writing in  Nature , Harry Collins recently proposed that  “ the prospect of a 
society that entirely rejects the values of science and expertise is too awful 
to contemplate. What is needed is a third wave of science studies to 
counter the skepticism that threatens to swamp us all. ”  Collins ’ s  “ third 
wave ”  would recognize and respect the value of scientifi c evidence, the 
tacit knowledge gained from disciplinary experience, and the wisdom of 
expert communities. At the same time, Collins ’ s  “ third wave ”  would 
require of scientists that they  “ teach fallibility, not absolute truth ”  — 
recognizing the provisional character of all knowledge.  5    

 The climate knowledge infrastructure, I have argued, not only accepts 
the provisional character of knowledge but constructs its most basic prac-
tices around that principle. This is the meaning of infrastructural inversion 
(with respect to the past) and model intercomparisons (with respect to the 
future). The Intergovernmental Panel on Climate Change explicitly recog-
nizes the provisional nature of climate knowledge by bringing  controversy 
within consensus,  and by articulating the climate ’ s past and its future as 
ranges and likelihoods, not bright lines. Indeed, since the mid 1990s the 
IPCC has reduced its use of quantitative expressions of uncertainty (a 25 
percent chance, etc.) in favor of qualitative language ( “ likely, ”   “ very likely, ”  
 “ with high confi dence, ”  and so on), especially in its synthesis reports 
intended for a largely non-scientifi c audience. Such language communi-
cates appropriate levels of trust rather than measurable  “ uncertainties ”  — a 
massively overused term that naturally invites a negative evaluation of 
knowledge quality. 

 Do we really need to know more than we know now about how much 
the Earth will warm?  Can  we know more? From about 275 ppm in the 
pre-industrial era, the carbon dioxide concentration reached 387 ppm in 
2008 — its highest level in 650,000 years. And the  rate  of CO 2  increase is 
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rising: from about 1.5 ppm per year between 1970 and 2000, recent mea-
surements put the growth rate at over 2.1 ppm per year since 2004. It is 
now virtually certain that CO 2  concentrations will reach 550 ppm (the 
doubling point) sometime in the middle of this century. By 2100, they 
could shoot as high as triple or even quadruple pre-industrial levels, even 
under optimistic emissions scenarios. 

 Climate prediction .net has run thousands of  “ perturbed physics ”  simula-
tions, varying model parameters to fi nd the full range of possible climate 
futures that models predict. (See chapter 13.) From the results of these large 
ensembles, leaders of that project have concluded that the actual climate 
sensitivity might be considerably higher than IPCC estimates — perhaps 
greater than 6 ° C. And that ’ s just for starters, since the planet will almost 
certainly overshoot CO 2  doubling.  

 Even more important, these scientists speculate that  we will probably 
never get a more exact estimate than we already have , because all of today ’ s 
analyses are based on the climate we have experienced in historical time. 
 “ Once the world has warmed by 4 ° C, ”  Myles Allen and David Frame write, 
 “ conditions will be so different from anything we can observe today (and 
still more different from the last ice age) that it is inherently hard to say 
when the warming will stop. ”  If that is true, the search for more precise 
knowledge has little hope of success. Worse, implicit in the quest for preci-
sion is the notion that there is some  “ safe ”  level of greenhouse gases that 
would  “ stabilize ”  the climate.  6   Allen and Frame ’ s point is that we do not 
know this, we cannot fi nd out whether it is true — and we now have good 
reasons to suspect that it is  not  true. 

 Our stakes in history can be high indeed. From family, ethnicity, and 
nation to holocaust, apartheid, slavery, and war, the facts of the past 
matter a very great deal. So it is with the history of climate, and the stakes 
have never been higher. Our climate knowledge is provisional and imper-
fect. Yet it is real, and it is strong, because it is supported by a global 
infrastructure. Climate knowledge is built on old, robust observing systems 
and refi ned predictive models, on extensive simulation experiments and 
model intercomparisons. Its large expert community long ago reached a 
stable consensus on the climate ’ s sensitivity to greenhouse-gas emissions 
and on the reality of the global warming trend. That consensus has sur-
vived many rounds of intensive review from every imaginable quarter.  

 We have few good reasons to doubt these facts and many reasons to 
trust their validity. The climate ’ s past and its future shimmer before us, 
but neither one is a mirage. This is the best knowledge we are going to get. 
We had better get busy putting it to work. 
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